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Abstract—Numerous innovations based on the data center
TCP support the rapid development of data center. However,
with changes in topology, scale and traffic patterns, the new
requirements of data center on transport protocol are more
agile and more reliable. Improving transport performance by
patching TCP seems to be facing a bottleneck. We explored the
possibility of applying QUIC inside the datacenter networking.
This paper proposes a new data center transport scheme based
on QUIC, called data center QUIC (DCQUIC). We especially
proposed an proactive connection migration mechanism suit-
able for datacenter networking. Like the efficiency of UDP and
the reliability of TCP, DCQUIC exhibits exciting performance
and scalability, and may become a potential transport technol-
ogy to support the development and innovation of data centers
in the future.

1. Introduction

In the past decade, TCP has supported the rapid devel-
opment of data centers [1]. Numerous network innovations
based on TCP continue to emerge, covering transmission
architecture [2], congestion control [3], [4], [5], streaming
task scheduling [6], [7], TCP acceleration [8], [9], [10], and
load balancing [11], [12]. These efforts have significantly
improved the efficiency of datacenter networking.

However, with the evolution of datacenter networking
topology, scale, and applications [13], there has been a
bottleneck in further improving the efficiency [14]. The
innovation of datacenter networking faces many challenges,
including but not limited to:

1) Have we really discovered the characteristics and
changing patterns of datacenter networking traf-
fic? Are these phenomena appearance or substance
[15]?

2) Do our innovative schemes follow the principle of
”Great Truths Are Always Simple”? Are they really
easy to deploy?

3) Can our solution support the long-term evolution of
datacenter networking in actual deployment, instead
of adding burden to it?

In this paper, We analyzed the feasibility of applying
the Quick UDP Internet Connections (QUIC) protocol [16]

inside the datacenter networking, which we call data center
QUIC (DCQUIC). We test the performance improvement
of DCQUIC in real datacenter networking, and these results
are gratifying. There are three test items. The first is the
performance comparison of DCTCP and DCQUIC. The
second is the differential packet size transport for long and
short flows. The third is connection migration technology
to improve transport reliability. We open sourced the first
version of DCQUIC [17], which is based on C language
and can be directly used by data center applications.

The experimental results show that DCQUIC has ad-
vantages in establishing connection speed, flexibility and
reliability. The experimental results are as follows:

1) Compared with DCTCP, the transport efficiency of
DCQUIC has increased by 49.59%-73.02%.

2) By using a large packet size for short flows and a
small packet size for long flows, differential packet
size transport of DCQUIC reduces the completion
time dropped by 9.17%-63.2%.

3) Connection migration technology can effectively
improve transport reliability, even in the case of net-
work failures or virtual machine migration. Com-
pared with the existing application layer switching
mechanism, connection migration reduces the task
completion time by 67.92%.

2. Existing Work

Numerous TCP innovations have emerged for datacenter
networking, such as flow classification, flow-based load bal-
ancing, flow priority-based scheduling, etc. Table 1 classifies
and summarizes some typical works. It should be noted that
in the UDP-based DCQUIC protocol, some [18], [19] of
these innovations can be reserved, and some [1], [20], [21],
[22], [23] need to be redesigned.

At present, most application-level service frameworks
rely on TCP, such as Spring Boot/Spring Cloud, Google
gRPC, Thrift, Finagle and Dubbo/Dubbox. These frame-
works are responsible for service discovery, load balancing,
fault tolerance, network transmission, serialization and other
functions to support numerous data center services. Appli-
cation developers can ignore specific network communica-
tion processes when calling services, which are taken over
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TABLE 1. TYPICAL TCP-BASED INNOVATIONS OF DATA CENTER
TRANSMISSION.

Transport Protocol Typical work
Congestion avoidance DCTCP [1], D2TCP [20]...

Flow control PIAS [21], HyFabric [23], ...
Bandwidth allocation D3 [18], FCTcon [19], ...

Flow classification ElasticSketch [22],
Memento [24], ...

Flow priority-based scheduling PIAS [21], HyFabric [23], ...
Flow-based load balancing Clove [25], IntFlow [26], ...

by remote communication protocols such as RMI, Socket,
SOAP (HTTP XML) and REST (HTTP JSON). Most of
these remote communication protocols are based on TCP.

The benefits of TCP as data center transport layer pro-
tocol are:

1) Friendly to development. Some businesses can
directly use existing mature development models
and communication frameworks, thereby reducing
the workload of developers.

2) Mature congestion control and other mecha-
nisms. Some congestion control, flow control, and
reliability mechanisms that have performed well in
other areas can continue to be used in data centers,
and they still seem to perform well.

Although these TCP-based frameworks and mechanisms
are so popular, and they have tried their best to simplify
network transmission costs through long connection and
multiplexing, etc., tens of thousands of TCP connections
will cause huge overheads in computing, storage and net-
working. Moreover, the number of TCP connections per
second processed by OS is also limited, which becomes a
TCP performance bottleneck. Issues that still have room for
improvement include:

1) The overhead is still not small enough. In data-
center networking, is it really necessary to sacrifice
the efficiency of connection establishment and ter-
mination in exchange for reliability like WAN?TCP
fast open (TFO) [27] can reduce one RTT by ex-
changing data during TCP handshake, but it still
cannot achieve 0RTT. Long connection reduces re-
sponse time and network congestion, but may harm
the overall performance (computing resources and
concurrency) of server.

2) Congestion control is too conservative. In dat-
acenter networking, do we really need to detect
link bottlenecks step by step? When a micro-burst
[28] occurs, do we really know the limit of rapid
recovery? The TCP-based transport layer is not
convenient for us to verify them.

3) The development and deployment of new fea-
tures is slow. Pull one hair and the whole body
is affected. The intertwined protocol dependencies
make it so difficult to modify a very small module,
which is why data center owners would rather
tolerate inefficiencies than mistakes.

4) Patching causes confusion in operation and
maintenance. In order to achieve excellent conges-
tion control, the protocols run on data center hosts
and switches have been patched beyond recogni-
tion.

3. DCQUIC

In this section, firstly, we give the design goals of
DCQUIC. Then, the design of DCQUIC datacenter network-
ing transport system is given. Finally, we respectively dis-
cuss some key technologies and characteristics of DCQUIC
that can be directly applied to datacenter networking, and
improve the connection migration technology in standard
QUIC to make it more suitable for datacenter networking.

3.1. Design Goals

The design goal of DCQUIC is to try to replace TCP
with UDP in datacenter networking, and to separate and
open the original TCP congestion control, flow control and
connection mechanisms to support QUIC-based innovation,
including:

1) More efficient than DCTCP. There are many
DCTCP congestion control solutions, but the in-
dustry is still using a few of the most primitive
and mature solutions. The reason for restricting the
deployment of these congestion control schemes is
that changes to DCTCP involve OS on both ends.
By supporting pluggable development of conges-
tion control, DCQUIC provides the most suitable
congestion control algorithm for data center appli-
cations.

2) More reliable than DCUDP. Although UDP is al-
ready very efficient, including connectionless com-
munication. But DCQUIC hopes to further improve
transmission reliability, while UDP only considers
sending and not receiving. Through mechanisms
such as multiplexing and fast retransmission, even
if packets are accidentally lost on the network,
DCQUIC still will not experience performance col-
lapse.

These innovations will support incremental deployment,
from the TCP era, to the coexistence era of TCP and UDP,
to the final UDP era. These innovations will make the data
plane pay more attention to forwarding efficiency, and over-
turn some of the existing flow control, congestion control
and development models, etc., which will be independent
from the Kernel and support the software definition from
application developers and administrators.

3.2. Standard QUIC

QUIC is a UDP-based transport protocol designed by
Google. HTTP/3 has chosen to use QUIC instead of TCP
as its transport layer protocol. QUIC has new features such
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Figure 1. Protocol stack and functional modules of DCTCP, DCUDP and DCQUIC.

as low-latency connections, improved congestion control,
multiplexing without head-of-line blocking, forward error
correction, and connection migration, which can signifi-
cantly improve transport efficiency and reliability [29]. In
2016, IETF started standardizing QUIC. In 2018, 35% north-
south traffic of Google is QUIC.

3.3. Architecture of DCQUIC

Standard QUIC is suitable for Long Fat Network (LFN),
but the datacenter networking is a Short Fat Network (SFN).
In DCQUIC, the more important features include flow
control, congestion control, retransmission, and connection
migration. Since the Kernel is not involved, DCQUIC inher-
ently supports data center owners to develop and deploy self-
developed protocols, such as forward error correction and
redundant transmission. The packet type and protocol format
of DCQUIC are basically similar to QUIC. Compared with
the existing QUIC, the research contents of DCQUIC that
can be improved are listed in Section 5. As is shown in Fig-
ure 1, compared with DCTCP and DCUDP [30], DCQUIC
has the following two advantages:

1) The UDP-based DCQUIC protocol stack is simple,
with low coupling and high cohesion. It inherits the
efficiency of UDP and the reliability of TCP. DC-
QUIC is implemented directly based on User Mode,
rather than Kernel, which can be quickly iteratively
updated without changing operating system.

2) DCQUIC supports the modular development of
flow control, congestion control, multiplexing and
retransmission mechanisms, etc., which will pro-

mote a new round of agile deployment of datacenter
networking innovations.

We developed a prototype of DCQUIC [17], which is
specifically optimized for the datacenter networking on the
basis of standard QUIC.

3.4. Connection Migration in DCQUIC

DCQUIC continues to use the connection migration
mechanism in QUIC. DCQUIC uses connection ID to iden-
tify a connection from the client to the server. The connec-
tion migration technology can help the data center realize the
dynamic migration of virtual machines at L3/L4. In addition,
connection migration also allows servers, VMs or containers
to achieve congestion avoidance and redundant transmission,
improving the reliability of transmission.

In DCQUIC, connection migration is divided into proac-
tive connection migration and passive connection migration.
The former is suitable for multi-NIC servers, VMs or con-
tainers to keep connection, and the latter is suitable for client
after migration to keep connection.

3.4.1. Proactive Connection Migration. When a drastic
increase in network delay or response interruption is de-
tected, the proactive connection migration will promptly
switch to other available source IP to continue to maintain
existing connection with communication server to avoid
service interruption.

Stream State Management maintains stream infor-
mation, including stream establishment time, end time,
and total transmitted bytes. It is expressed as <
StreamID,EstT ime,EndT ime, TotalBytes >.
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StreamID is a variable unsigned integer number. EstTime
records the time of stream creation, which is initialized by
Create Stream. EndTime means the end time of the stream,
which is the moment when a frame with FIN=1 is received.
TotalBytes represents the total number of bytes transmitted
on one stream, and its function is to normalize and compare
streams of different lengths. TotalBytes is calculated based
on the frame with FIN=1 of each stream. Its calculation
equation is:

TotalBytes = Offset+DataLength. (1)

we can use the stream complete time per byte to evaluate
efficiency. If all streams with fixed bytes, we can directly
use response time.

StreamComplT imePerByte =
(EndTime− EstT ime)

TotalBytes
.

(2)
For streams with different numbers of bytes, by Eq.2,

we can evaluate the completion time of different streams.
In addition to the completion time, proactive connection
migration also needs to record the mapping relationship
between stream and UDP, which can be expressed as
< StreamID,UDPSourceIP >.

Proactive connection migration evaluates fluctuations in
network quality by tracking the completion time of different
flows of the same connection. When network fluctuations
exceed a certain threshold, proactive connection migration
will actively switch NIC to avoid more serious long-term
network congestion. StreamComplT imePerByte(m,n)
means the per byte completion time from the m-th stream
to the n-th stream:

StreamComplT imePerByte(m,n)

=

∑n
i=m StreamComplT imePerByte(i)

n−m

(3)

Assuming that the long-term observation window is W ,
the short-term observation window is w(w < W ), the latest
stream id is n, and the network fluctuation threshold is
α, then we believe that when Equation 4 is satisfied, the
network performance deteriorates drastically, and the server
needs to start proactive connection migration:

StreamComplT imePerByte(n− w, n)

StreamComplT imePerByte(n−W,n− w)
> α (4)

We analyzed the performance of proactive connection
migration when the switch fails in Section 4.3.

3.4.2. Passive Connection Migration. After VM is mi-
grated, in addition to L2 technologies such as VXLAN,
passive connection migration can continue to use the new
source IP address to maintain the existing connection with
communication server.

4. Experiment and Practice

In this section, we have completed three experiments to
verify the performance of DCQUIC. Firstly, we compared
the performance of DCQUIC and DCTCP. Secondly, we
verified the possibility of improving transport performance
by negotiating the DCQUIC maximum packet size. Thirdly,
we verified the effect of maintaining connection through
proactive connection migration when switch fails.

4.1. Performance Comparison of DCTCP and DC-
QUIC

We deployed DCTCP and DCQUIC in private data
center, AWS and Tencent Cloud to verify their performance
differences in the same business scenario. We measured the
difference between the completion time of handshake, 10KB
JSON data request, and 100KB JSON data request between
DCTCP and DCQUIC during the RPC call. In order to
ensure the fairness of result, the handshake time of DCTCP
includes the TLS 1.3 handshake time.
Setting Private data center: Server and client are configured
with 8-core Intel Xeon CPU E3-1245 V2 @ 3.40GHz,
4G memory and Intel Corporation 82583V Gigabit NIC,
running 64-bit Ubuntu 16.04 (4.4.0-187 Kernel). The link
bandwidth B is 1Gbps.

AWS: Server and client are two EC2s, with Intel Xeon
CPU E5-2676 v3 @ 2.40GHz, 1G memory and virtual NIC,
running 64-bit Ubuntu 16.04 (4.4.0-189-generic). The link
bandwidth B is 1Gbps.

Tencent Cloud: Server and client are two CVMs, with
Intel Xeon CPU E5-26xx v4 @ 2.40GHz, 2G memory
and virtual NIC, running 64-bit Ubuntu 16.04 (4.4.0-157-
generic). The link bandwidth B is 1Gbps.

All completion times are recorded by clients. For the
three measurement items, we have carried out 10000 exper-
iments. The congestion control algorithm is Cubic, and the
ECN marking threshold is 20.
Experimental phenomena and analysis As shown in Fig-
ure 2, the average single request completion time of DC-
QUIC is ahead of DCTCP in three measurement items.
Compared with DCTCP + TLS 1.3, DCQUIC’s handshake
completion time is reduced by 12.59ms/13.09ms/14.79ms
(˜73.02%/68.96%/68.82%), which means that DCQUIC can
establish a connection faster. When the request object size
is 10KB, the completion time of DCQUIC (including con-
nection establishment time) is 12.56ms/13.06ms/20.34ms
(˜63.70%/60.85%/67.88%) ahead of DCTCP. This shows
that the performance difference between DCQUIC and
DCTCP in small task transport is mainly the time con-
sumed by the handshake during the connection establish-
ment phase. When the RPC object is 100KB in size, the
server needs to split it into about 80 data packets and send
them sequentially. DCQUIC is also ahead of DCTCP by
13.59ms/14.11ms/30.60ms (˜50.92%/49.59%/66.23%). The
difference between the DCTCP and DCQUIC is no longer
as huge as in the first two test projects. This is because as
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Figure 2. Performance comparison of DCTCP and DCQUIC. (a) Private
data center. (b) AWS. (c) Tencent Cloud.

the size of the request object increases, compared with con-
nection establishment, the data transport latency becomes
the most important part of the task completion time.

4.2. Improve Transport Efficiency by Negotiating
DCQUIC Packet Size

The total length field in UDP header is 2 bytes, so the
total length of UDP packet is limited to 65535 bytes, which
can fit into an IP packet, making the implementation of
the UDP/IP protocol stack very simple and efficient. The
maximum payload length in UDP is 65527 bytes. This
results in the UDP load ratio up to 99.98%. Although the
DCQUIC protocol header and control field need to occupy
a part of the UDP data field, the DCQUIC information is
necessary and can be defined by data center owner.

Under the TCP/IP architecture of data center, fragmen-
tation is completed by IP protocol in Kernel, which leads to
many different types of applications sharing same transport
parameters, such as fragment length and send/receive buffer.
This fact results in TCP packet size often being set to
1452 bytes. However, existing data centers have already re-
alized the transport support for jumbo frames. For example,
many Amazon EC2 instances support 9001 MTU or jumbo
frames. We counted 50 of 52 instances support 9001 MTU
in Amazon Ningxia region. Based on this fact, we have
implemented a mechanism to negotiate packet size.

Firstly, we measured the transport performance of tasks
with different scales in different DCQUIC Maximum Packet
Sizes (MPS) and UDP Socket buffers.

Server #2

1000M 1000M

Server #4

Network
Damage 
Simulator

Server #3

1000M

Aggregation and core switches

1000M

Server #1

Figure 3. Experimental topology.

Setting Figure 3 shows the small-scale testbed, which con-
sists of 4 servers and 4 switches. Switches are BMv2
Switches, which implement strict FIFO forwarding. Each
server is an ADLINK aTCA-8214 blade server, with 8-
core Intel Xeon CPU E3-1245 V2 @ 3.40GHz, 4G memory
and Intel Corporation 82583V Gigabit NIC, running 64-bit
Ubuntu 16.04 (4.4.0-187 Kernel). The link bandwidth B is
1Gbps and background traffic is 800Mbps. Two-way delay
D is about 50us. The byte number L of transport tasks
ranges from 5K to 10G. The congestion control is Cubic.
Experimental phenomena and analysis We ignore the
buffers of the intermediate switches because they can be
regarded as UDP Socket buffer on the receiving side. The
measurement result is shown in Figure 4. In the case of
commonly instance configuration (UDP Socket buffer =
200K, QUIC Maximum Packet Size = 1252B), the actual
transport completion time is 1.8X - 9.6X the ideal comple-
tion time Tideal = L/B. There are many factors that affect
transport efficiency, such as MTU, receiver buffer, switch
buffer, available bandwidth, congestion control, flow control,
etc. We discuss the impact of the first two on transport
performance.

For small transfer tasks, the transport bottleneck is fixed
connection establishment delay. Especially when transport
task < 100KB, the task completion time is significantly
reduced by increasing MPS.

For large transfer tasks, only increasing the receiving
UDP Socket buffer or increasing MPS often can not achieve
the ideal performance. When MPS = 9KB and UDP Socket
buffer = 1MB, the actual transport time is very close to ideal
transport time.

As shown in Figure 5, the throughput performance is
consistent with the task completion time. We also found
that transport performance does not increase linearly with
the increase of receiving UDP Socket buffer and MPS. It is
very difficult to find this turning point, but we can give an
empirical value for reference. For small task (L < 1MB),
MPS can be 9KB. For large task (L ≥ 1MB), MPS can be
5KB, and UDP Socket buffer is 1MB. This empirical value
is the result of balancing transport efficiency, computational
overhead of sending and receiving, and packet loss rate. The
setting of Maximum Packet Size in DCQUIC can be achieved
with only 2 lines of code.
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Figure 4. The impact of the maximum packet size and receiver buffer on completion time.
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Figure 5. Throughput under different conditions: (a) Task is 10KB. (b) Task
is 1MB. (c) Task is 100MB. (d) Task is 1GB.

Secondly, we deployed DCQUIC Maximum Packet Size
negotiation mechanism on the testbed, which can select the
appropriate MPS according to the size of task.
Setting We use two common workload traffic: web search
workload and data mining workload. Web search traffic is
composed of two sizes of file blocks (100B and 10KB), each
of which accounts for 50%. The data mining traffic is com-
posed of three sizes of file blocks (0.5MB, 1MB and 2MB),
and their proportions are 33.3%. The two workload services
are randomly distributed on Server #1 and server #3, and 200
connections coexist during operation. We counted the task
completion time (TCT) under the two transport schemes.
The first is UDP Socket buffer = 200KB and MPS = 1252B.
The second is UDP Socket buffer = 1MB and MPS = 5KB
(if L ≥ 1MB) or 9KB (if L < 1MB).
Experimental phenomena and analysis Figure 6 indicates
the TCT results of different scenarios. We can get three
conclusions:
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Figure 6. Comparison of task completion time: (a) Web search workload.
(b) Data mining workload.

1) In web search workload and data mining work-
load scenarios, negotiating the DCQUIC Maximum
Packet Size is an effective way to reduce task
completion time. For transport tasks with different
sizes, Average TCT dropped by 9.17%-63.2%.

2) In a datacenter networking dominated by small
task, e.g. web search services, the TCT is reduced
more significantly by increasing DCQUIC Maxi-
mum Packet Size.

3) Due to the larger DCQUIC Maximum Packet Size
used in the transport of small task, it has not fallen
behind in the process of competing with large task.
This indicates that the performance degradation of
small task caused by increasing DCQUIC Maxi-
mum Packet Size of large task can be solved by
increasing DCQUIC Maximum Packet Size of small
task more radically. Therefore, DCQUIC is fair and
friendly to both large and small task.
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4.3. The Performance of Proactive Connection Mi-
gration in DCQUIC

In datacenter networking, network equipment failure is
a normal phenomenon. Among all network device failures,
switch failures are the dominant type in terms of both
downtime. The data center can effectively avoid network
service interruption caused by switch failure by config-
uring multi-NIC servers and using multi-path topologies.
However, even though these methods have tried to reduce
the impact of switch failures, the traditional datacenter
networking with DCTCP still inevitably experiences short
interruptions. These interruption times are mainly composed
of the application server/client detecting the interruption and
re-establishing the connection, etc. In this section, we try to
use DCQUIC to solve the problem of service unavailability
caused by the intermediate switch failure from client-side,
so that client can smoothly use multiple NICs to maintain
the connection with the server [31].
Setting In the topology shown in Figure 3, Server #1, Server
#2 and Server #3 are three RPC clients, respectively call
an RPC service on Server #4. Server #1 and Server #2
use TCP to transmit RPC object. When Server #2 detects
that the network is unavailable, it will continue to request
services by switching IP at application layer. Server #3
uses the RPC service framework based on DCQUIC, and
uses proactive connection migration to continue to maintain
this connection by changing the source IP/Port. We use
a network damage simulator to increase forward delay to
simulate switch congestion and failure. Some experimental
parameters are set to W = 50, w = 10, α = 2. The request
object size is 100KB.
Experimental phenomena and analysis As shown in Fig-
ure 7, in 200th to 400th epochs, the network damage sim-
ulator increases the one-way delay by 100ms, which means
that congestion causes delay to increase; in 500th to 700th
epochs, it increases the packet loss rate to 100%, which
means that the switch #2 fails. Server #2 has been requesting
server #4 through switch #2, and even if the delay increases,
server #2 still does not trigger link switch at the applica-
tion layer. After the server #3 experiences a short delay
increase, it switches to the path represented by the switch #3,
thereby avoiding a more serious continuous delay increase.
Server #3 smoothly migrated connections with poor network
quality through proactive connection migration. In about the
500th epoch, server #2 re-establishes a new connection with
server #4 through switch #1 after continuous packet loss
and retransmission. In all 1000 epochs of request, DCQUIC
reduced the task completion time by 67.92%.

5. Some Open Issues

DCQUIC may be a future data center transport solution,
it has many key technologies that need to be overcome.

DCQUIC Offload The CPU and bus resources that
DCQUIC/UDP/IP needs to consume during data transport
need to be measured and evaluated, including crypto, con-
nection establishment & teardown, packet reordering, and
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Figure 7. Experimental results of maintaining connections through connec-
tion migration. (a) Delay and packet loss rate of network damage simulator.
(b)Task completion time of three RPC clients.

packet header formatting. It seems a promising direction to
accelerate DCQUIC through DCQUIC offloading of hard-
ware/software co-design [32].

Modular DCQUIC DCQUIC inherently supports ar-
bitrary expansion at the beginning of design, including
function development and protocol expansion. In fact, our
first prototype [17] also follows this principle.

Congestion Control Hybrid Deployment In order to
ensure the fairness of all flows, the same congestion control
mechanism is often used inside data center [33]. Since
DCQUIC supports modular congestion control, in datacenter
networking with mixed deployment of TCP and UDP and
mixed deployment of different congestion control [34], it is
necessary to study the efficiency [35] and fairness among
different tenants and applications.

6. Conclusion

In this paper, we proposed a new data center transport
scheme DCQUIC. DCQUIC retains some features of QUIC,
and supports extensive scalability and deployability. DC-
QUIC not only brings intuitive performance improvements,
but also supports numerous future innovative solutions.
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