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Abstract
The QUIC protocol provides a secure, reliable and low-latency communication foundation for HTTP/3.

Connection migration is a key technology of QUIC. When the IP/Port of a connection changes, the connection
ID is used to maintain a secure and uninterrupted connection. However, current connection migration is
passive, designed to support mobile handover and weak network environments. In this paper, we propose
Proactive Connection Migration for QUIC (PCM-QUIC), which combines connection migration and online
path selection, enabling QUIC to select the best quality transmission path while maintaining the connection.
First, PCM-QUIC integrates the exploration of network quality across different paths into multiple user
request actions. Then, considering response completion time and jitter, PCM-QUIC identifies the optimal
access path for the current Internet service through online learning. In addition, we propose an Upper
Confidence Bound-based path selection algorithm with the goal of minimizing the confidence upper limit of
the path reward. The experimental results show that, compared with the original QUIC, PCM-QUIC reduces
the average response completion time by up to 59.43%.
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1 INTRODUCTION

Different Mobile Service Providers (MSPs) provide varying
levels of support for the same Internet services and content. Ac-
cording to our empirical measurement results shown in Table
1, user experience when accessing websites across different
MSPs currently varies significantly in mobile networks, pri-
marily due to packet loss and latency caused by commercial
arrangements such as inter-MSP settlements. The modern In-
ternet is so complex that it is difficult to pinpoint the exact
causes of delay and packet loss. Therefore, it is most effec-
tive to improve user experience starting from the client side.
By comparing the performance of different access networks

T A B L E 1 The Average Time to First Contentful Paint of
the Same Internet Content by Different MSPs.

Web

FCP MSPs
China Mobile China Unicom China Telecom

10086.cn 2.46s 1.95s 2.20s

10010.com 15.7s 13.3s 20.03s

189.cn 1.31s 697ms 610ms

google.com 646ms 737ms 504ms

with the same service in a heterogeneous network environ-
ment1, providing users with an optimal network becomes a
key approach to enhancing the user experience.
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QUIC is a UDP-based transport protocol originally designed
by Google2, aiming to provide multiplexed streams over an en-
crypted transport layer. HTTP/33 adopts QUIC instead of TCP
as its transport layer protocol4. QUIC introduces new features
such as low-latency connections, enhanced congestion control,
multiplexing without head-of-line blocking, forward error cor-
rection, and connection migration, all of which significantly
improve Internet transmission efficiency and user experience.
In 2021, QUIC was standardized by the IETF5.

QUIC no longer relies on the five-tuple of IP address and
port number to identify a connection. Instead, it uses a 64-bit
random number as the connection ID to uniquely identify a
transmission. As long as the connection ID remains unchanged,
the connection is still considered valid, even if the underlying
network changes. In contrast, in HTTP over TCP, any change
in the source IP address or port number will result in connec-
tion termination. The connection migration feature enables
users to seamlessly switch between Wi-Fi and mobile networks
while maintaining the upper-layer virtual channel and avoid-
ing losses caused by reconnection6. However, the existing
connection migration mechanism is passive: QUIC initiates
migration only when the user actively changes the network
environment. The relevant IETF draft7 categorizes connection
migration into three scenarios: failover, standby, and aggrega-
tion mode. Unfortunately, most open-source projects have not
yet implemented connection migration.

This paper presents an implementation scheme of Proac-
tive Connection Migration for QUIC (PCM-QUIC) aimed at
enhancing user experience. With PCM-QUIC, third-party ap-
plication services only need to deploy QUIC on the server side,
without requiring any additional modifications. PCM-QUIC
autonomously performs optimal path exploration and selection
on behalf of the user. It is seamlessly integrated into user in-
teractions, such as web browsing or accessing online services,
and remains transparent to the user. Experimental results show
that PCM-QUIC reduces the average response delay by up
to 59.43% compared to the original QUIC. The PCM-QUIC
prototype has been open-sourced8. An Internet draft on PCM-
QUIC has been submitted to the IETF9, and it is expected to
supplement the standard QUIC protocol.

The innovations of this paper include the following.

1. We propose a Proactive Connection Migration (PCM-
QUIC) mechanism for QUIC that addresses the gap
in optimizing performance in HetNets through active
path exploration. PCM-QUIC, connection migration,
and MP-QUIC10 jointly promote QUIC to achieve the
most efficient transmission in heterogeneous network
environments.

2. We develop a path exploration model based on the multi-
armed bandit (MAB)11 framework that incorporates both

response delay and jitter. Depending on specific applica-
tion requirements, PCM-QUIC can select optimal paths
across multiple dimensions.

3. We introduce a Path Selection Algorithm (PSA) based
on the Upper Confidence Bound (UCB)12, which aims to
minimize the cumulative response delay and jitter. PSA
addresses a limitation of the traditional MAB model,
which is optimized solely for cumulative rewards.

4. We have implemented and open-sourced a PCM-QUIC
prototype8. Its performance has been validated in real-
world network environments. The source code is publicly
available and can be integrated into commercial applica-
tions.

The remainder of this paper is organized as follows. Section
2 introduces the background and related work relevant to
PCM-QUIC. Section 3 presents the detailed design of PCM-
QUIC, including the protocol and prototype. Section 4 presents
the derivation of the path selection model and describes the
PSA algorithm in detail. Section 5 provides the implementa-
tion and experimental results that demonstrate the feasibility
of PCM-QUIC. Section 6 discusses several issues related to
PCM-QUIC, including application scenarios, deployment con-
siderations, economic implications, and security. Section 7
concludes the paper and outlines directions for future work.
Part of this work13 was published in ACM/EAI MobiQuitous
2020 (DOI: 10.1145/3448891.3448900). In this journal article,
we have extended our earlier work by refining the connection
migration model and providing the corresponding background,
solution, implementation, and evaluation.

2 BACKGROUND AND RELATED
WORK

In this section, we introduce the background and prior research
that motivate and contextualize PCM-QUIC.

2.1 Background

In the era of mobile Internet, communication devices sup-
port multiple network access technologies, such as Wi-Fi
and cellular networks. Cellular networks encompass various
communication standards, including 4G LTE and 5G.†

† LTE and 5G are categorized as Wide Area Network (WAN) technologies, whereas
Wi-Fi is considered a Local Area Network (LAN) wireless technology. Although Wi-Fi
and cellular communication overlap to some extent in their application scenarios, they
are largely complementary, enabling seamless network connectivity. In 2019, the Next
Generation Mobile Networks Alliance (NGMN) and the Wireless Broadband Alliance
(WBA) jointly announced efforts to promote the integration of 5G and Wi-Fi technologies.
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F I G U R E 1 Conceptual diagram of the network handover/-
connection migration.

As illustrated in Figure 1, the mobile device (client) operates
within a heterogeneous converged network environment, which
is constantly changing due to factors such as user mobility,
signal coverage, and channel scheduling. Wi-Fi and cellular
networks have adopted various seamless handover techniques
to ensure uninterrupted connectivity. Based on the network
types involved before and after the switch, handover scenarios
can be categorized into the following three types:

• Wi-Fi → Wi-Fi: The handover between different ac-
cess points (APs) within the same Wi-Fi network
is typically achieved through seamless roaming and
Mobile IP. The associated switching delay is usually
negligible.

• Wi-Fi → Cellular: This is a typical vertical handover
in HetNets, where the operating system (OS) or the
user initiates the network selection and handover. Wi-
Fi is generally prioritized over cellular networks. The
handover delay is typically very short, usually within
300 ms.

• Cellular → Cellular: Seamless handover within cel-
lular networks can be classified as either horizontal
or vertical. Horizontal handovers include hard, soft,
and relay handovers. In HetNets, a device may con-
nect to cellular networks using multiple standards and
MSPs. Cross-MSP handovers are also referred to as
cellular-to-cellular handovers. This type of handover
often incurs significant delay, as different MSPs must
share the same antenna and wireless baseband on the
mobile device.

The three types of handover described above can be broadly
categorized into vertical and horizontal handovers within Het-
Nets, all aiming to maintain continuous connectivity for mobile
devices.

Network handover is a concept that operates at the IP layer
and below in the OSI model. In contrast, connection migration
operates at the transport layer and above. Connection migration
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F I G U R E 2 Proactive connection migration for QUIC.
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F I G U R E 3 RTT statistics result.

is not aware of the current IP address or its associated network.
It is solely responsible for maintaining connection continuity
between the new IP/port pair after the network handover and
the original IP/port pair before the handover.

As illustrated in Figure 2, our approach aims to decouple
connection migration from network handover, leverage the
redundancy of heterogeneous networks, and enhance transmis-
sion performance and reliability. The choice of access network
is made at the transport layer rather than at lower layers. PCM-
QUIC proactively guides the user connection to the most
suitable access network available in the current environment.

We present a comprehensive performance measurement
and analysis across different MSPs. We measure the round-
trip time (RTT) from 31 provinces in mainland China to a
cloud server located in Langfang, Hebei, involving three MSPs:
China Mobile, China Unicom, and China Telecom. For clar-
ity, we refer to these providers as A, B, and C. The results
are shown in Table 2, and the overall average performance
across MSPs is relatively similar, as illustrated in Figure 3.
However, in 16 provinces, the RTT performance difference
between the three MSPs exceeded 50%, and in 5 provinces,
it exceeded 100%. These findings highlight the potential per-
formance gains that proactive connection migration between
MSPs can achieve.

2.1.1 HetNets

A heterogeneous network (HetNet) refers to a multi-protocol
communication environment14. Unlike the horizontal handoff
(HHO) mode used in homogeneous wireless networks, the
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T A B L E 2 RTT (ms) measurement result.

Province MSP A MSP B MSP C

Shanghai 27.7 (+5.3%) 26.3 26.3

Yunnan 49.2 (+1.2%) 49.7 (+2.3%) 48.6

Inner Mongolia 13.9 14.7 (+5.8%) 14.3 (+2.9%)

Beijing 5.18 (+270.0%) 3.86 (+175.7%) 1.4

Jilin 27.1 (+11.1%) 27.0 (+10.7%) 24.4

Sichuan 35.8 (+6.6%) 35.4 (+5.3%) 33.6

Tianjin 9.11 (+71.2%) 5.45 (+2.5%) 5.32

Ningxia 31.3 (+55.0%) 28.1 (+39.1%) 20.2

Anhui 27.5 (+29.7%) 25.3 (+19.3%) 21.2

Shandong 28.2 (+54.5%) 27.9 (+58.5%) 17.6

Shanxi 24.8 (+73.4%) 32.2 (+125.2%) 14.3

Guangdong 42.3 (+11.3%) 38.6 (+1.6%) 38.0

Guangxi 47.8 (+7.9%) 44.3 45.6 (+2.9%)

Xinjiang 60.3 (+14.6%) 58.0 (+10.2%) 52.6

Jiangsu 28.0 (+6.9%) 28.1 (+7.3%) 26.2

Jiangxi 29.9 (+5.6%) 29.1 (+2.8%) 28.3

Hebei 13.6 (+45.6%) 9.36 (+0.2%) 9.34

Henan 18.4 (+1.6%) 18.1 18.4 (+1.6%)

Zhejiang 33.9 (+1.5%) 33.9 (+1.5%) 33.4

Hainan 50.9 (+10.9%) 47.3 (+3.0%) 45.9

Hubei 24.8 (+2.1%) 26.6 (+9.5%) 24.3

Hunan 33.0 (+11.5%) 29.6 33.3 (+12.5%)

Gansu 32.0 (+18.5%) 29.4 (+8.9%) 27.0

Fujian 44.1 (+2.1%) 43.5 (+0.7%) 43.2

Tibet 60.2 (+8.5%) 60.2 (+8.5%) 55.5

Guizhou 41.4 (+0.9%) 44.0 (+7.3%) 41.0

Liaoning 24.1 (+18.7%) 21.4 (+5.4%) 20.3

Chongqing 33.6 (+2.8%) 32.7 34.1 (+4.3%)

Shaanxi 23.7 (+6.8%) 22.2 23.4 (+5.4%)

Qinghai 36.1 (+33.2%) 31.9 (+17.7%) 27.1

Heilongjiang 29.0 (+18.0%) 33.0 (+34.1%) 24.6

interface switching between different communication systems
in HetNets is referred to as vertical handoff (VHO)15.

In the 5G era, mobile communication networks are envi-
sioned as HetNets incorporating multiple access technolo-
gies—such as Wi-Fi, 5G, LTE, and UMTS—supported by both
macro and micro base stations to ensure comprehensive sig-
nal coverage. MSPs have started exploring the deployment of
ultra-dense HetNets to enable efficient operation of low-power
access nodes. Ultra-dense HetNets can significantly enhance
both power efficiency and spectrum efficiency16.

HetNets enhance system capacity and user experience by
leveraging multi-dimensional diversity techniques at the physi-
cal layer17. Gai et al.18 formulated the fundamental problem
of multiple secondary users contending for opportunistic
spectrum access across multiple channels in cognitive radio

networks as a decentralized multi-armed bandit (D-MAB)
problem. Their objective was to design distributed online learn-
ing policies that minimize regret. Kaori et al.19 proposed an
extended multi-armed bandit algorithm utilizing continuous-
valued rewards, applicable to cognitive wireless communica-
tion systems with overlapping channels. Cao et al.20 applied
online learning methods to study wireless spectrum manage-
ment and channel selection. Zhou et al.21 developed an online
learning algorithm for dynamic channel allocation based on
contextual multi-armed bandit (CMAB) theory. Huang et al.22

investigated the coexistence of LTE and Wi-Fi in unlicensed
bands using an optimization formulation aimed at minimizing
LTE’s adverse impact on Wi-Fi users.

However, HetNets can only optimize network performance
at the access network level and cannot facilitate end-to-end
path selection and performance optimization. In contrast to the
performance optimization schemes in HetNets, QUIC operates
at a higher level within the network architecture and provides
a more comprehensive view of the end-to-end network sta-
tus. Therefore, as networks evolve, the connection migration
mechanism in QUIC will address the limitations of HetNets in
end-to-end path selection.

2.1.2 Multi-path Transmission in Industry

In industry, Apple introduced a multi-path, multi-protocol net-
work operation mechanism known as multipathService23 in
2017. It is an MPTCP-based service designed to provide seam-
less handover between Wi-Fi and cellular networks, thereby
maintaining connection continuity. It defines four service types:
none, handover, interactive, and aggregate.

Huawei Link Turbo24 is an early client-side solution. It does
not require any modifications to application-layer or transport-
layer protocols. Based on real-time detection and prediction of
current network quality, the system intelligently assigns appli-
cation requests to the most suitable network. Link Turbo also
supports dual-network concurrency to enable rapid switching
between networks when quality degrades or when multiple net-
work requests are transmitted simultaneously. This improves
service continuity and enhances the overall user experience.

However, both multipathService and Link Turbo require
application developers to restructure business logic and imple-
ment custom strategy algorithms. The development overhead
is substantial, making widespread adoption difficult to achieve
in the short term.
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2.2 Related Work

The basic concepts of QUIC have been introduced in Section 1.
In this section, we present recent advancements in connection
migration, along with related research.

2.2.1 Connection Migration

The connection migration of QUIC allows a client to change
its IP address during an active connection without the need to
reestablish it. Connection migration in QUIC involves sending
a lightweight token for path validation, offering substantial
performance benefits over protocols like TCP, which lack mi-
gration support. Govil et al.25 leveraged connection migration
to protect user identity and thwart traffic analysis attacks. Puli-
afito et al.26 proposed server-side QUIC connection migration
to support microservice deployments.

Tan et al.13 previously proposed the concept of proactive
connection migration, which represents the conference version
of this work. Kim et al.27 used either transmission error events
or handover detection timers as migration triggers to support
handover in wireless and mobile networks. These two studies
represent the only known efforts to proactively improve QUIC
performance through connection migration.

The original objective of PCM-QUIC is aligned with that of
traditional connection migration—both aim to optimize user
experience. However, PCM-QUIC adopts a different triggering
mechanism: it relies on proactive path exploration, whereas tra-
ditional connection migration is based on passive handover. A
combination of PCM-QUIC and conventional connection mi-
gration can provide the most efficient solution for maintaining
seamless connectivity and improving performance.

2.2.2 Multi-path QUIC

Multi-path transmission is a common approach to improving
throughput, latency, and user experience for mobile terminals
in heterogeneous network environments, with Multipath TCP
(MPTCP)28 being a representative example. Researchers have
proposed various MPTCP encoding29 and scheduling30 strate-
gies to address issues such as packet reordering and receiver
buffer overflow caused by path heterogeneity. However, in
real-world network deployments, improper traffic scheduling,
congestion control, retransmission mechanisms, and sub-path
establishment and management can significantly degrade multi-
path transmission performance31. In some cases, multi-path
transmission may even underperform compared to single-path
transmission32.

De Coninck et al.10 proposed MP-QUIC, which incorporates
a path scheduler and a stream framer for packet transmis-
sion. The path scheduler employs the shortest round-trip time
(SRTT) priority algorithm, while the stream framer adopts
either a strict priority or round-robin (RR) scheme to select
frames from different application streams.

The existing flow management mechanism in QUIC, charac-
terized by the separation of packet numbers from data offsets,
is already sufficient to satisfy most application requirements.
This separation facilitates flexible packet scheduling and ef-
fectively prevents queue congestion at the receiver. Therefore,
incorporating multi-path transmission capabilities into the
current QUIC design may not be necessary.

In particular, MP-QUIC performs poorly with small streams,
as repeated QUIC handshakes and HTTP/2 requests can sig-
nificantly increase completion time. Viernickel et al.33 demon-
strated that as the RTT difference between paths increases, the
performance of MP-QUIC degrades significantly, approaching
that of single-path QUIC. Tong et al.34 analyzed the impact
of the number of sub-streams on MP-QUIC throughput. They
found that with two sub-streams, MP-QUIC underperforms
compared to TCP, whereas with six sub-streams, it outper-
forms TCP. Therefore, deploying MP-QUIC on top of existing
QUIC to achieve the expected performance gains still presents
several challenges.

Mogensen et al.35 proposed selective redundant MP-QUIC
(SRMP-QUIC), an extension of MP-QUIC that enhances the
reliability of high-priority services by selectively replicating
data packets with strict priority requirements. SRMP-QUIC
replicates and transmits data over two LTE networks, achieving
a 99.9th percentile delay for critical traffic that is five times
lower than that of single-path transmission and three times
lower than that of MP-QUIC. While redundant transmission
can offer low latency and high reliability, it also comes at the
cost of reduced throughput efficiency.

In summary, QUIC transmission optimization has drawn
inspiration from MPTCP, aiming to improve performance
through multi-path transmission36. However, multi-path trans-
mission introduces significant implementation complexity, and
numerous factors must be considered in decision-making,
which may hinder the expected performance gains37. Notably,
QUIC already supports multiplexing without head-of-line
blocking. Multiple independent streams can be transmitted
over a single QUIC connection, and packet loss in one stream
does not impact the performance of others.

Unless the service’s throughput requirements exceed the
available network bandwidth, multi-path QUIC is unlikely to
outperform single-path QUIC. Therefore, for most existing net-
work services, single-path QUIC is sufficient to meet latency
and bandwidth requirements. Future improvements to QUIC
should focus on gaining a comprehensive understanding of the
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network environment and selecting the optimal transmission
path for the user.

2.2.3 Online Path Selection

Online learning, game theory, and reinforcement learning have
proven to be effective approaches for optimal path exploration
and selection in HetNets38.

Tran et al.39 proposed a QoE-based server selection
algorithm within a CDN architecture. By incorporating re-
alistic characteristics of the server selection process, they
formulated the problem as a sequential decision task, which
was addressed using the multi-armed bandit (MAB)40 frame-
work. This approach yielded significant improvements in
user-perceived quality compared to traditional strategies such
as Fastest, Closest, and Round Robin.

Wu et al.41 introduced the concept of online learning for
traffic-aware network selection. They modeled the problem
as a continuous-time multi-armed bandit (CT-MAB) scenario,
which matches typical user traffic types to their corresponding
optimal networks based on QoE.

Awad et al.42 formulated a multi-objective optimization
problem (MOP) for optimal radio access network (RAN)
selection, taking into account user-specific objectives and time-
varying network conditions. Their model enables each user
equipment (UE) to independently select one or more RANs
for simultaneous use and to determine the appropriate data
allocation across the selected networks.

Du et al.43 proposed a second-order reinforcement learn-
ing algorithm for end-to-end online routing, which considers
both path reward and its variability. Their method adapts
to changing network conditions while optimizing long-term
performance.

These studies collectively demonstrate that online learning is
a viable and effective approach for decision-making in network
path selection.

Additionally, Ma et al.44 proposed a network selection
algorithm based on evolutionary game theory, termed NS-EG.
This method employs the analytic hierarchy process (AHP) to
jointly evaluate user preferences and service requirements in
dynamic network environments.

The aforementioned approaches offer valuable insights for
path selection in PCM-QUIC. PCM-QUIC incorporates and
optimizes these strategies within its actual protocol imple-
mentation. Specifically, PCM-QUIC integrates end-to-end
response delay and jitter into a unified metric, providing a
more comprehensive and fine-grained basis for path selection
decisions.
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F I G U R E 4 QUIC architecture including PCM.

3 DESIGN OF PCM-QUIC

In this section, we provide a detailed introduction to the design
goals, technical requirements, system architecture, network
quality evaluation, and interaction workflow of PCM-QUIC.

3.1 Design Goals

As shown in Figure 4, it is assumed that the UE has three
available network access options45. The first is direct Internet
access via the Wi-Fi network of ISP A, which is generally
suitable for most Internet applications. The second and third
options involve accessing the Internet through the cellular
networks of MSP B and MSP C, respectively. Prior to initiating
a service request, the UE has no awareness of the connectivity
or network quality between the selected access network and
the service provider’s server, making it difficult to predict the
resulting performance.

As a transport-layer mechanism, PCM-QUIC is designed to
provide smoother and more reliable connectivity than existing
network handover and selection schemes.

1. Reliability: PCM-QUIC should preserve the reliability
guarantees of QUIC connection migration to ensure that
performance optimization does not come at the expense
of stability.

2. Compatibility: PCM-QUIC should maintain compati-
bility with the existing QUIC protocol by minimizing
changes to interaction procedures, security negotiation,
and connection management.

3. Efficient utilization of HetNet resources: PCM-QUIC
should leverage the connection migration mechanism to-
gether with the path redundancy inherent in HetNets to
enhance transmission efficiency while avoiding service
interruptions.
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3.2 Network Quality Evaluation

Network quality can be evaluated using a variety of metrics,
including received signal strength (RSS) at the physical layer,
delay, jitter, and packet loss rate at the network layer, and task
completion time (TCT) at the transport layer.

In this work, we select TCT as the primary metric for net-
work quality evaluation. The rationale for this choice is as
follows:

1. User-centric perspective: As a higher-level metric, TCT
more directly reflects the user experience compared to
low-level metrics such as RSS, delay, jitter, and packet
loss rate.

2. Ease of measurement: TCT is simpler and more efficient
to measure, as it does not require access to physical-layer
or network-layer statistics.

3. Stability: TCT tends to exhibit lower variability than
metrics like RSS, delay, or jitter, thereby reducing the
likelihood of unnecessary connection migrations due to
transient fluctuations.

TCT is primarily influenced by two factors: network quality
and task size:

TCT = F(NetworkQuality, TaskSize) (1)

In general, better network quality and smaller task size lead
to shorter task completion times. Network quality itself can be
characterized by bandwidth, delay, and packet loss rate:

NetworkQuality = F(Bandwidth, Delay, LossRate) (2)

Higher bandwidth, lower delay, and reduced packet loss
generally indicate better network quality. To quantify TCT,
we record the establishment time (EstTime) and end time
(EndTime) of each transmission task.

Specifically, EstTime denotes the time at which the stream
is created, initialized by the Create Stream operation. EndTime
represents the moment when the task is completed, defined as
the time at which a frame with the FIN flag set to 1 is received.

For a set of fixed-size tasks, TCT can be used as an effective
metric to evaluate the performance of the network responsible
for handling these tasks.

TCT = EndTime – EstTime. (3)

For multiple tasks of varying sizes, we introduce the task
completion time per byte (TCTPB) as a metric to evaluate the
performance of the network handling these tasks:

TCTPB =
(EndTime – EstTime)

TotalBytes
(4)

By combining Eq.3 and Eq.4, the task completion time
for each individual request can be accurately calculated and
compared across different network paths.

Understanding the variation in TCT is critical for the design
and optimization of PCM-QUIC. To this end, we measured the
TCT for a mobile device downloading a 1 MB resource from a
remote server under four representative network environments:
indoor, walking, subway, and high-speed rail. These scenar-
ios cover the majority of real-world situations in which users
access Internet services on mobile devices. We conducted sepa-
rate measurements for three network types: Wi-Fi (CERNET),
LTE #1 (China Telecom), and LTE #2 (China Mobile), across
the four usage scenarios described above. In total, We collected
9 sets of data, each of which consisted of 360 task completion
times lasting 15 minutes.

Figure 5 presents the measurement results described above.
Several noteworthy observations can be made:

1. The task completion time of the three networks in indoor
environments is relatively stable, but the LTE delay is
relatively high. The TCT of LTE #1 and LTE #2 is 1.9
times and 2.1 times that of Wi-Fi, respectively. The aver-
age LTE TCT of indoor environment is about 2.3 times
that of outdoor environment.

2. Surprisingly, the average task completion time in the sub-
way environment is better than in the outdoor walking
scenario. This may be attributed to targeted network opti-
mizations implemented by MSPs specifically for subway
systems.

3. In high-speed rail environments, both failure and retrans-
mission rates are considerably higher, indicating that
current operator networks are not yet well-optimized for
high-speed mobility. The proportion of tasks with com-
pletion times exceeding 1000 ms is substantially greater
than in subway and walking scenarios.

4. When accessing the same Internet service via different
MSPs, users may experience varying task completion
times even at the same time and location. Moreover,
in the subway, walking, and high-speed rail scenarios,
TCT values tend to converge within short time win-
dows, suggesting temporal correlation across network
conditions.

We define the relatively consistent task completion times
observed over short periods in indoor or stable outdoor en-
vironments as stationary task completion times. In contrast,
task completion times exhibiting significant long-term fluctua-
tions—typically observed in dynamic outdoor scenarios—are
referred to as non-stationary task completion times.

PCM-QUIC should be capable of handling both stationary
and non-stationary task completion times within a unified al-
gorithmic framework. To achieve this, we adopt a short-term



8 Tan ET AL.

0 100 200 300
Index of Requests

0

1000

2000

3000

Ta
sk

 C
om

pl
et

io
n 

Ti
m

e 
(m

s)

China Telecom (LTE) China Mobile (LTE) CERNET (WiFi)

0 100 200 300
Index of Requests

0

1000

2000

3000

Ta
sk

 C
om

pl
et

io
n 

Ti
m

e 
(m

s)

0 100 200 300
Index of Requests

0

1000

2000

3000

Ta
sk

 C
om

pl
et

io
n 

Ti
m

e 
(m

s)

0 100 200 300
Index of Requests

0

1000

2000

3000

Ta
sk

 C
om

pl
et

io
n 

Ti
m

e 
(m

s)

0 500 1000
Task Completion Time (ms)

0

0.5

1

C
D

F

0 10000 20000
Task Completion Time (ms)

0

0.5

1

C
D

F

0 5000 10000 15000
Task Completion Time (ms)

0

0.5

1

C
D

F

0 10000 20000
Task Completion Time (ms)

0

0.5

1

C
D

F
0 100 200 300

Index of Requests

0

1000

2000

3000

Ta
sk

 C
om

pl
et

io
n 

Ti
m

e 
(m

s)

China Telecom (LTE) China Mobile (LTE) CERNET (WiFi)

0 100 200 300
Index of Requests

0

1000

2000

3000

Ta
sk

 C
om

pl
et

io
n 

Ti
m

e 
(m

s)

0 100 200 300
Index of Requests

0

1000

2000

3000

Ta
sk

 C
om

pl
et

io
n 

Ti
m

e 
(m

s)

0 100 200 300
Index of Requests

0

1000

2000

3000

Ta
sk

 C
om

pl
et

io
n 

Ti
m

e 
(m

s)

0 500 1000
Task Completion Time (ms)

0

0.5

1

C
D

F

0 10000 20000
Task Completion Time (ms)

0

0.5

1

C
D

F

0 5000 10000 15000
Task Completion Time (ms)

0

0.5

1

C
D

F

0 10000 20000
Task Completion Time (ms)

0

0.5

1

C
D

F

(a) Indoor environment

(d) High-speed rail environment

(c) Subway environment

(b) Walking environment
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F I G U R E 5 The measurement results of task completion
time in different scenarios.

memory mechanism that incorporates a limited window of
recent task completion time records into the path selection
algorithm, while actively discarding outdated measurements.
This design enables PCM-QUIC to adapt more effectively to
both stable and dynamic network conditions.

3.3 Technical Requirements of PCM-QUIC

The PCM-QUIC mechanism requires support from the mobile
terminal, operating system (OS), and the QUIC protocol itself.

First, PCM-QUIC relies on the physical capabilities of mo-
bile terminals. Most modern smartphones support dual-SIM
dual-standby or eSIM functionality, enabling simultaneous ac-
cess to the Internet via multiple MSPs. Combined with the

widespread availability of Wi-Fi, users typically have at least
three independent network access options.

However, due to baseband hardware limitations, switching
the default SIM card in dual-SIM devices often results in the
temporary suspension of signal transmission and data con-
nectivity. Users must wait for the cellular network to recover.
Moreover, because of tariff policies, users typically determine
the default SIM card, and neither the OS nor applications are
authorized to modify this setting dynamically.

To fully support PCM-QUIC, future baseband upgrades
and MSP services may need to enable dual-communication
modes through user agreements. In contrast, the coexistence
and switching between cellular and Wi-Fi networks is more
straightforward. Since these two technologies rely on different
baseband chips, seamless switching and concurrent access
can be achieved through OS-level support without requiring
hardware changes.

Second, PCM-QUIC requires OS-level support. The OS
must allow applications to maintain simultaneous access to
multiple network interfaces. In native Android, network pref-
erence is governed by the network score, with Wi-Fi typically
prioritized over LTE. As a result, only one active network is
usually permitted at a time.

Furthermore, applications and the kernel can typically main-
tain only one active local socket per connection. Attempting
to reuse the same socket often causes the original connection
to be released and re-established, leading to service interrup-
tion. However, several customized Android distributions have
already addressed this limitation by modifying network scor-
ing policies and redesigning socket handling mechanisms. For
instance, Huawei Link Turbo24 supports concurrent LTE and
Wi-Fi connections. Similarly, iOS allows simultaneous use
of Wi-Fi and 3G/4G/5G by assigning a static IP to Wi-Fi
interfaces.

Third, PCM-QUIC requires enhancements to the QUIC pro-
tocol. QUIC must continuously probe and evaluate the quality
of multiple available network paths, leveraging the interfaces
exposed by the OS, in order to assist users in selecting the
optimal access path in real time.

3.4 Protocol Design

PCM-QUIC extends the standard QUIC protocol by introduc-
ing a proactive connection migration mechanism. As described
in Section 4, when a user initiates a service request, PCM-
QUIC actively rebinds the connection to different UDP sockets
in order to explore the quality of multiple network paths.

All PCM-QUIC data packets follow the standard QUIC
long header format, which includes a connection ID. This
connection ID remains bound to a specific QUIC connection,
regardless of changes in the client and/or server IP and port.
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F I G U R E 6 The life cycle of QUIC connection.

PCM-QUIC leverages this property by maintaining the same
connection ID while modifying the source address (i.e., the
UDP socket) used for individual requests. By sending data
from different network interfaces, the client can evaluate al-
ternative paths without disrupting the connection. Since all
packets retain the same connection ID, the server perceives
this as standard connection migration and continues service
delivery to the new address.

Importantly, PCM-QUIC requires no modifications to the
server-side implementation. Existing QUIC servers are fully
compatible with PCM-QUIC, as the mechanism operates en-
tirely at the client side by modifying packet transmission logic
and measuring path quality. Furthermore, PCM-QUIC allows
reuse of previously negotiated cryptographic keys, eliminating
the need for repeated HTTPS handshakes during migration.

As illustrated in Figure 6, the full lifecycle of a QUIC con-
nection consists of three stages: connection establishment, data
transmission, and connection termination.

3.4.1 Connection Establishment

During connection establishment, the QUIC client first re-
trieves all available IP addresses and excludes loopback
addresses. It then randomly selects one IP address to initiate
the initial connection.

PCM-QUIC integrates version negotiation and crypto-
graphic setup into the handshake process to minimize con-
nection establishment latency. As part of the handshake, the
client and server also negotiate various transport parameters,
including the connection ID.

3.4.2 Data Transfer and Proactive Connec-
tion Migration

QUIC provides built-in support for connection reliability, con-
gestion control, and flow control. Its flow control mechanism

is tightly aligned with that of HTTP/3. Each QUIC connec-
tion maintains a single packet number space, enabling unified
congestion control and loss recovery across all streams.

PCM-QUIC builds upon these core mechanisms by intro-
ducing proactive connection migration. It dynamically selects
source IP addresses using polling, random selection, or the
adaptive strategy described in Section 4. For each migration
event, PCM-QUIC records the corresponding task completion
time, enabling real-time evaluation of path performance.

According to the specifications defined in RFC 90005, when
a QUIC server receives packets from a new client address, it
must verify that the client is able to receive and respond to data
on the new path. This is achieved by requiring the client to
echo data received from the server, thereby proving its ability
to communicate from the new IP address.

Upon successful path validation, the client resets its con-
gestion controller and verifies support for Explicit Congestion
Notification (ECN). The server then updates the destination IP
address for the next highest-numbered non-probing packet to
the new client address. This ensures that subsequent packets
are no longer sent to the previous address, thereby avoiding
potential packet reordering at the receiver.

In the case of PCM-QUIC, since path changes are initiated
by the client immediately after an explicit request to the server,
packet reordering is typically not a concern. The server does
not receive overlapping packets from both the old and new
addresses, which simplifies the migration process.

Skipping path verification can enhance the performance of
PCM-QUIC, but it may introduce security risks. To balance
performance and security, we adopt a limited address verifi-
cation scheme. In this approach, the client selects a source IP
address from a predefined set of trusted addresses. The server
maintains a history of IP addresses previously associated with
the client. If the server receives a packet from an IP address
that has appeared in the client’s history, it can bypasses the
standard path validation procedure.
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F I G U R E 7 Key functional modules including proactive connection migration for QUIC.

3.4.3 Connection Termination

The stream and connection termination mechanisms in PCM-
QUIC are consistent with those defined in the QUIC protocol
and can be categorized into three types: normal termination,
abrupt termination, and connection termination.

To summarize, the key functional modules of QUIC, in-
cluding the proactive connection migration mechanism, are
illustrated in Figure 7. We introduce the PCM module into the
existing QUIC architecture. In order to minimize its intrusion,
it helps update the Stream status to record the task completion
time corresponding to each Stream and implements network
selection in the packet encapsulation stage.

4 PATH SELECTION MODEL

PCM-QUIC aims to identify the optimal communication path
for users as quickly as possible while minimizing exploration
overhead. This path selection problem, characterized by a
discrete set of candidate paths, can be formulated as a typical
multi-armed bandit (MAB) problem46.

Traditional MAB models aim to maximize cumulative re-
wards, focusing solely on long-term outcomes while ignoring
short-term performance. However, in the context of Internet
services, users expect not only low task completion times but
also sustained performance stability over time.

As a result, PCM-QUIC prioritizes both the minimization
of task completion time and the control of performance fluc-
tuations across different network paths, rather than simply
maximizing expected reward. This distinction makes the path
selection problem in PCM-QUIC fundamentally different from
that of traditional MAB models.

In this section, we formally model the PCM-QUIC path
selection problem and propose path selection algorithm (PSA),
to address these unique requirements.

We define each complete task lifecycle, from request initia-
tion to completion, as a round. The path selected in each round
constitutes an action, and the corresponding task completion
time serves as the reward. For detailed parameter definitions,
please refer to Table 3.

The path selection strategy of PCM-QUIC can be summa-
rized as the following process. Initially, PCM-QUIC iteratively
probes all available network paths in a round-robin manner,
collecting performance data for each through task completion
time measurements. The cumulative performance of each path
is estimated based on the observed task completion times.

After the exploration phase, PCM-QUIC begins exploiting
the path with the lowest estimated task completion time, con-
tinuing to use it until its performance no longer meets the
expected optimality. Each path is assumed to return rewards
drawn from a stable probability distribution.

The objective of PCM-QUIC is to minimize the weighted
sum of task completion times and their fluctuations over
time, thereby achieving both high efficiency and performance
stability.



11

T A B L E 3 Notations in the path selection model.

Notations Description

K Number of access paths supported by Client

T Rounds

t The t-th round

At The actions selected by PCM-QUIC when requested at t

Rt The task completion time under action At

rk The average task completion time on k-th path

fk The fluctuation (variance) on k-th path

Nk The cumulative number of times the k-th path has been
selected

Xk task completion time of the k-th path

Xk Average task completion time of the k-th path

ρ The regret after T rounds

µ∗ The optimal task completion time

Ik The indicator of the k-th path

g The remaining task completion time, which follow a
Gaussian distribution

S The size of sliding window

4.1 Probability Distribution of Task Com-
pletion Time

It is not feasible to directly evaluate the characteristics of a
network path solely based on the observed task completion
times. For instance, using the sample average of multiple task
completion times on the k – th path to approximate its expected
performance is unreliable, as the underlying probability dis-
tribution of task completion times is unknown and may not
satisfy assumptions such as normality.

As illustrated in Figure 8, we measured eight sets of task
completion times corresponding to the same Internet service
accessed from different regions and via different MSPs, all
within the same time period. Each group consists of 2000
samples collected over a 5-minute window. The empirical
distributions of all eight groups exhibit heavy-tailed behavior,
with kurtosis values greater than 3.

This phenomenon is primarily attributed to transient net-
work noise, such as queuing delays, which can cause rare but
extreme outliers in task completion time.

In order to take care of the stationary task completion time
and non-stationary task completion time, we propose a sliding
window S. That is to say, PCM-QUIC does not use all the
statistical task completion times in history as the basis for
decision-making, but uses the latest S task completion time
records.

To estimate the distribution of task completion time Xk,
PCM-QUIC must account for the fact that it prioritizes min-
imizing typical latency rather than modeling rare long-tail
events. Two common approaches can be considered:

1. Truncation and Gaussian approximation: The top n%
of long-tail values in the observed data are removed, and
the remaining samples are treated as realizations of a
Gaussian random variable.

2. Lognormal modeling: The entire distribution of Xk is
modeled as a lognormal random variable, which inher-
ently captures the skewed, heavy-tailed nature of the
data.

The first approach offers simplicity and computational
efficiency, while the second provides a more accurate repre-
sentation of the underlying distribution.

4.1.1 Gaussian Model

Let minimum 90% of task completion time Xk ∼ N(µk,σ2
k ) be

a sequence of independent Gaussian random variables with
mean µk. 90% is an experience value, which means g=10%.
The moment generating function of variable Xk is

E[eλXk ] = eµkλ+
σ2

k λ
2

2 ,λ ∈ R. (5)

Applying the Cramér Chernoff bound47, we have

inf
λ>0

{logEeλ(Xk–µk) – λϵ} = inf
λ>0

{
σ2

kλ
2

2
– λϵ} = –

ϵ2

2σ2
k

. (6)

We can get the tail probability of the variable Xk:

P[Xk ≤ µk – ϵ] ≤ e
– ϵ2

2σ2
k , ϵ ≥ 0. (7)

And the concentration inequality of the variable Xk is

P[|Xk – µk | ≥ ϵ] ≤ 2e
– ϵ2

2σ2
k , ϵ ≥ 0. (8)

So, variable Xk is a sub-gaussian random variable with the
parameter σk. The expectation and variance of a normally
distributed random variable Xk are

E(Xk) =
1

Nk

Nk∑
i=1

Xk,i, (9)

var(Xk) =
1

Nk – 1

Nk∑
i=1

(Xk,i – E(Xk))

=
1

Nk – 1

Nk∑
i=1

(Xk,i –
1

Nk

Nk∑
i=1

Xk,i).

(10)

In the above equation, Xk,i is the i-th value of Xk.
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F I G U R E 8 Probability distribution of task completion time.

4.1.2 Lognormal Model

Assuming that Xk is a Lognormal random variable, ln(Xk) ∼
N(µk,σ2

k ) is a normal distributed random variable. Given a
xk > 0, the probability density function of Xk is

f (xk) =
1√

2πxkσk
e

– (ln xk–µ)2

2σ2
k . (11)

The Lognormal distribution parameters µ and σ can describe
the probability distribution of path k. In order to determine the
maximum likelihood estimation of parameters µk and σk, the
same method as the maximum likelihood estimation of normal
distribution parameters can be used:

fL(xk) =
1
xk

fN(ln(xk)). (12)

Among them, fL(·) represents the probability density func-
tion of Lognormal distribution, and fN(·) represents the proba-
bility density function of normal distribution. Therefore, we
can get the maximum likelihood function of xk:

lL(µk,σk |xk1, xk2, ..., xkNk ) = –
Nk∑
i=1

ln(xk)

+ lN(µk,σk | ln(xk1), ln(xk2), ..., ln(xkNk )).

(13)

The maximum likelihood estimations of distribution param-
eters are

µ̂k =
∑Nk

i=1 ln(Xk,i)
Nk

, (14)

σ̂2
k =

[ln(Xk,i) –
∑Nk

i=1 ln(Xk,i)
Nk

]2

Nk – 1
. (15)

The expectation and variance of a Lognormal distributed
random variable Xk are

E(Xk) = eµ̂k+
ˆ
σ2

k
2

= e
∑Nk

i=1 ln(Xk,i )
Nk

+

[ln(Xk,i )–

∑Nk
i=1 ln(Xk,i )

Nk
]2

Nk–1
2 ,

(16)

var(Xk) = e2µ̂k+σ̂2
k (eσ̂

2
k – 1)

= e2
∑Nk

i=1 ln(Xk,i )
Nk

+
[ln(Xk,i )–

∑Nk
i=1 ln(Xk,i )

Nk
]2

Nk–1

· (e
[ln(Xk,i )–

∑Nk
i=1 ln(Xk,i )

Nk
]2

Nk–1 – 1).

(17)

Through the above two models, we can evaluate the ex-
pected task completion time and fluctuations of different
networks based on statistical values.

4.2 Evaluation Function

The evaluation on path k consists of two parts. The first part
is the expectation of task completion time, which represents
the performance of the path. The second part is the fluctuation
of the task completion time, which represents the stability of
the path. Fluctuation means drastic change in network quality.
a and b are the weight parameters of these two parts, and
a + b = 1. Therefore, the expression of rk is
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T A B L E 4 Common application requirements for task
completion time, jitter and recommended values of a and b.

Application TCT Jitter Recommended values
of a and b

Bulk data transfer <15s N/A a=1, b=0

Command/control <250ms N/A a=1, b=0

Movie clips <10s <2s a=0.5, b=0.5

Online shopping <2s <100ms a=0.8, b=0.2

Realtime games <75ms N/A a=1, b=0

Realtime video <10s <2s a=0.5, b=0.5

Still image <10s N/A a=1, b=0

Surveillance <10s <2s a=0.5, b=0.5

Transaction services <4s N/A a=1, b=0

Videophone <150ms <10ms a=0.2, b=0.8

Voice call <150ms <1ms a=0.2, b=0.8

Voice messaging <1s <1ms a=0.1, b=0.9

Web-browsing <4s N/A a=0.8, b=0.2

rk = aE [Xk] + b · var(Xk)

= aE [Xk] + b
{

E
[
X2

k

]
– E2 [Xk]

}
.

(18)

As is shown in Table 4, the values of a and b depend on the
upper layer application of the PCM-QUIC.

With reference to the UCB algorithm, we give two path
selection strategies, namely optimistic path selection (OPS)
and pessimistic path selection (PPS).

In OPS, PCM-QUIC always chooses the path with the most
likely smallest rk. The lower bound confidence for this path is
the smallest. The path indicator IOPS

k is

IOPS
k = rk – C

√
2 ln T

Nk

= aE [Xk] + b · var(Xk) – C

√
2 ln T

Nk
.

(19)

In PPS, PCM-QUIC chooses the path with the smallest
upper confidence bound. The path indicator IPPS

k is

IPPS
k = rk + C

√
2 ln T

Nk

= aE [Xk] + b · var(Xk) + C

√
2 ln T

Nk
.

(20)

It is worth noting that T in Eq.19 and 20 should be replaced
with S, when T > S.

When considering its options in round T , the PCM-QUIC
has observed Nk samples from path k and received rewards
from that path with an empirical of E [Xk] and var(Xk).

C
√

2 ln T
Nk

is path bonus, which means: If the path is selected
a few times and the confidence interval is very wide, it will
tend to be selected. If the path is selected a lot of times and the

confidence interval is very narrow, then the path with a small
reward tends to be selected multiple times.

C determines the scope of exploration. The larger the value
of C, the more biased toward Breadth First Search (BFS),
otherwise the more biased toward Depth First Search (DFS).
In the UCB algorithm, the selection of the C value is often an
empirical value. The most suitable C value should not interfere
too much with the expectation and variance of each path. So,
we propose an adaptive C value selection strategy as

C =
∑K

k=1 (aE [Xk] + b · var(Xk))
K

. (21)

4.3 Accumulated Regret

Since our evaluation of accumulated regret includes TCT and
fluctuation, we need to perform a weighted summation of the
accumulated regret of task completion time and the accumu-
lated regret of fluctuation to evaluate the effectiveness of the
algorithm. The regret ρ after T rounds can be expressed as

ρ =
T∑

t=1

r̃t – Tµ∗

= a[
T∑

t=1

Rt – T · min(Rt)]︸ ︷︷ ︸
The accumulated regret of TCT

+ b {var(Rt) – min[var(Xk)]}︸ ︷︷ ︸
The accumulated regret of fluctuation

.

(22)

4.4 Path Selection Algorithm

Algorithm 1 describes the pseudo code of the path selection
algorithm (PSA). The PSA algorithm consists of two stages. In
the first stage (L2-L11), PSA uses each available path in turn
to generate the first round of Ik. In the second stage (L13-L30),
PSA selects the path with the smallest Ik value for transmission.
Since PCM adopts two PSA strategies, namely optimistic and
pessimistic, L8-L9 and L27-L28 are calculated according to
different formulas.

5 EXPERIMENT RESULTS

In this section, we evaluate PCM-QUIC from two perspectives:
overall performance and sensitivity to parameter settings‡.

We deploy the experimental topology illustrated in Figure 9.
Due to restrictions in the operating systems of existing mobile

‡ To intuitively demonstrate the effect of PCM-QUIC, readers may refer to our
demonstration video at https://www.bilibili.com/video/BV1eaRhY9E4R.

https://www.bilibili.com/video/BV1eaRhY9E4R
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Algorithm 1 Path Selection Algorithm in PCM-QUIC
1: Require: a ∈ [0, 1], b = 1 – a, K, T, S
2: for t = 1, 2, . . . , K do
3: Time1 = Time.Now()
4: At = t
5: TaskCompletionTime = Time.Now() – Time1
6: for k = 1, 2, . . . , K do
7: Update Nk

8: Update E[Xk] according to Eq.9 or
Eq.16

9: Update var(Xk) according to Eq.10 or
Eq.17

10: end for
11: end for
12: Calculate C according to Eq.21
13: for t = K + 1, K + 2, . . . , T do
14: for k = 1, 2, . . . , K do
15: Imin = +∞
16: Calculate Ik according to Eq.19 or

Eq.20
17: if Ik ≤ Imin then
18: PathNumber = k
19: end if
20: end for
21: Time1 = Time.Now()
22: At = PathNumber
23: TaskCompletionTime = Time.Now() – Time1
24: for k = 1, 2, . . . , K do
25: Update Xk

26: Update Nk

27: Update E[Xk] according to Eq.9 or
Eq.16

28: Update var(Xk) according to Eq.10 or
Eq.17

29: end for
30: end for

devices, developers do not have privileged access to program-
matically control multiple network interfaces. Therefore, we
use a Linux server equipped with multiple network inter-
face cards (NICs) to emulate the behavior of a multi-homed
QUIC client. This setup does not affect the validity of our
experimental results.

The QUIC server is deployed on a cloud instance located in
Tianjin, China, hosted by Tencent Cloud. It is responsible for
processing incoming requests from QUIC clients. Each client
request targets a file of size 5 KB. In our open-source imple-
mentation8, we adopt the Cubic congestion control algorithm.
However, due to the small size of the requested file, the impact
of the congestion control mechanism is negligible, allowing us
to isolate the effect of path selection strategies on performance.

The client accesses the Internet through four distinct net-
work paths, each corresponding to one of the MSPs in the
Chinese market. The first path utilizes CERNET, which pro-
vides a wired access method. The remaining three are mobile
access paths established via personal hotspots enabled on
smartphones with SIM cards from different MSPs.

Server
(123.207.170.28)

Server Information
City Tianjin
Service
Provider Tencent Cloud

System	
Configuration

CPU Intel	Xeon	E5-26xx	v4
RAM 2GB
NIC Virtio network device

Bandwi
dth 1Mbps	(Public)

OS Ubuntu	16.04	(64bit)

Client Information
City Beijing	(NGIID	Lab)

Service	
Provider

CERNET
China Telecom
China Unicom
China Mobile

System	
Configuration

CPU
Intel	Xeon	E3-
1270	@	
3.40GHz*8

RAM 8G,	2.5GT/s

NIC Intel	82574L	
Gigabit*6

OS Windows7	
(64bit)

Client

���
���
���	CERNET

Front view

Back view

Close-up of network interface

Size: 5KB

F I G U R E 9 Experimental environment and topology.

T A B L E 5 Statistics of path performance.

Path

Value Statistic
Ave. RTT Std. Dev TTL Loss

Path-1 (CERNET) 7.120ms 0.446ms 51 0%

Path-2 (China Telecom) 6.707ms 0.636ms 53 0%

Path-3 (China Unicom) 41.004ms 6.458ms 50 0%

Path-4 (China Mobile) 37.568ms 16.756ms 50 0%

To simulate access to different telecom operator networks,
the client connects to each mobile phone hotspot through a
dedicated wireless router. This setup allows seamless switching
between operator networks on the client side without altering
hardware configurations.

As shown in Table 5, we use ICMP-based PING measure-
ments to benchmark the baseline performance of these four
networks, particularly focusing on RTT. The results clearly in-
dicate performance discrepancies across paths, with significant
differences observed in average RTT.

5.1 Performance of PCM-QUIC

We independently evaluate the impact of four path selec-
tion strategies on task completion time: Polling, ε-Greedy,
Optimistic PSA, and Pessimistic PSA.

The polling strategy sequentially selects available network
paths in a round-robin manner, without adapting to observed
task completion times. It serves as a baseline that reflects the
average performance across all available paths.

The ε-Greedy strategy primarily selects the path with the
best historical performance, while exploring other paths with
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(c) Optimistic PSA (d) Pessimistic PSA 

(a) Polling (b) ε-Greedy 

Mean:203.39ms
Var:436.04ms2

Mean:136.32ms
Var:523.43ms2

Mean:119.98ms
Var:477.86ms2

Mean:82.51ms
Var:316.02ms2

F I G U R E 10 The task completion time per round of the four strategies.

a fixed probability ε. This approach offers a stable balance
between exploitation and exploration. In our experiment, we
set ε = 0.05, a commonly used empirical value recommended
in prior studies.

The optimistic PSA and pessimistic PSA choose the path
according to Eq.19 or Eq.20 respectively. S = 100 and a = 0.8.
The path expectation and variance are estimated using the
Lognormal distribution model.

We evaluate the performance of the three strategies using the
following metrics: task completion time per round, cumulative
regret, and optimal path selection probability. The reward and
regret are computed according to Equation 18 and Equation 22,
respectively.

5.1.1 Task Completion Time Per Round

Figure 10 illustrates the TCT per round for the four path
selection strategies.

Compared with the polling strategy, the pessimistic PSA
reduces the mean and variance of TCT over 1000 rounds by
41.01% and 9.59%, respectively. When compared to the ε-
Greedy strategy, the reductions are 11.99% in mean and 8.71%
in variance.

The optimistic PSA outperforms all other strategies. Rela-
tive to polling, it achieves a 59.43% reduction in mean TCT
and a 27.52% reduction in variance. Compared to ε-Greedy,
the improvements are 39.47% and 39.62%, respectively.

The polling strategy, which cyclically utilizes all four
paths regardless of their performance variability, exhibits near-
periodic behavior in task completion time. In contrast, the
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Round
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Polling

Pessimism PSA
Optimism PSA

Polling
ε-Greedy
Optimistic PSA
Pessimistic PSA

F I G U R E 11 Overlapping chart of cumulative regret of four strategies.

ε-Greedy strategy mitigates this periodic fluctuation and shows
a general downward trend in TCT due to its adaptive nature.

Both PSA variants further reduce TCT variability by con-
sistently selecting the optimal-performing path. Notably, the
pessimistic PSA achieves the lowest overall TCT among the
four strategies. This result is attributed to the fact that Path-1
and Path-2 have similar performance levels, and the optimistic
PSA is more likely to switch between them, while the pes-
simistic PSA tends to remain on the more stable path, thereby
reducing fluctuations.

5.1.2 Accumulated Regret

Cumulative regret is a key metric for evaluating the efficiency
of path selection in PCM-QUIC. As shown in Figure 11, the
cumulative regret of the polling strategy is orders of magnitude
higher than that of the other three strategies, indicating its lack
of adaptability to dynamic network conditions.

Both optimistic PSA and pessimistic PSA achieve sig-
nificantly lower cumulative regret compared to polling and
ε-Greedy strategies. This demonstrates that the PSA algorithms
are more effective in approaching the optimal path selection
policy by balancing exploration and exploitation.

5.1.3 Probability of Selecting the Best Path

Figure 12 illustrates the probability that each strategy se-
lects the optimal path during each round. Under the current
experimental conditions, Path-2 consistently yields the best
performance, as evidenced by the fact that the latter three
strategies predominantly converge on selecting this path.

The polling strategy, by design, selects each of the four paths
with equal probability, resulting in a constant 25% hit rate for
the optimal path. The ε-Greedy strategy eventually achieves a
91.3% hit rate, limited by its fixed exploration probability ε,
which occasionally prevents it from choosing the optimal path.

In contrast, both optimistic PSA and pessimistic PSA rapidly
converge to near 100% hit probability, demonstrating their
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F I G U R E 12 Probability of selecting the best path.

superior efficiency and accuracy in optimal path identification
through adaptive exploration.

5.2 The Influence of Parameters on PCM-
QUIC Performance

In this subsection, we discuss the impact of several parameters
involved in PCM-QUIC on performance.

5.2.1 Probability Distribution Model of
Task Completion Time

As discussed in Section 4, we proposed two candidate models
for the probability distribution of task completion time: the
Gaussian model and the Lognormal model. In this subsection,
we evaluate the impact of these two modeling approaches on
path selection accuracy and overall performance.

We use two virtual NICs on a VMware Linux server (client)
to simulate two different access path for user. Network delay,
packet loss and bandwidth are set through the network adapter
simulation function of VMware Fusion. The delay between
the client and the server and the calculation delay of the server
in response to the request are almost negligible. The delay of
the two NICs (paths) is 30ms. When the VMware Linux server
requests the QUIC service deployed on the local server, we
artificially change the delays of the two NICs to simulate the
performance changes of the two networks in the real space and
time dimensions. The network delay change is divided into
two situations, the first is the occasional delay change, which
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F I G U R E 13 Fluctuation in network delay and path selection.

often lasts for a short time, and the second is the continuous
delay change.

Figure 13 shows the changes in network delay and path
selection. In the 20th, 100th and 200th round, we simulate
three occasional delay changes by modifying the VMware
vNIC. In the 300th round, we simulate a continuous delay
change on path-1. The Gaussian model parameter g=10. The
sliding window S=100.

The Lognormal model is more sensitive to network fluc-
tuation and the Gaussian model can filter out some sudden
fluctuation. At the same time, the Gaussian model is slower to
respond to continuous delay change, because this model will
filter large delay values when the delay deteriorates. Therefore,
the Lognormal model is more suitable for scenarios where the
network is stable. The Gaussian model is suitable for scenarios
where the network changes drastically.

5.2.2 Weight Parameter a and b

Building on the analysis presented in Section 5.1, we evaluate
the routing performance of the pessimistic PSA under various
combinations of parameters a and b.

Figure 14 compares the influence of different combinations
of a and b on path selection, they are a = 0.8, a = 0.5 and
a = 0.2. In the 15 rounds of path selection, the first two finally
selected path-2 as the best transmission path, and the third
selected path-1. This result shows that PCM-QUIC can meet
the path requirements of different values of a and b. When
applying PCM-QUIC, the parameters a and b allow us to
control the relative emphasis placed on the expectation and
variance of TCT.
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F I G U R E 14 Path selection for the first 50 rounds.

T A B L E 6 Performance parameters of different paths.

Path

Value Parameter
Bandwidth Delay Packet loss

Path-1 (LTE) 100M 50ms 3.66%

Path-2 (5G) 1000M 30ms 2.79%

Path-3 (Wi-Fi 6) 1000M 30ms 4.06%
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F I G U R E 15 Delay variation of three paths.

5.2.3 Sliding Window

The sliding window parameter S determines how many of the
most recent task completion times PCM-QUIC considers when
selecting a path. A smaller S places more emphasis on the
most recent task completion time, while a larger S extends
the influence of historical data. An appropriately chosen S
value helps prevent excessive path switching by balancing the
need for up-to-date performance information with a thorough
understanding of all available paths.

As described in Section 5.2.1, we use three virtual NICs on
a VMware-based Linux server to simulate three distinct access
methods for the user. The performance of these methods is
summarized in Table 6.

Figure 15 illustrates the changes in path delay. The network
delays of Path-2 and Path-3 are modified during the 100th
and 600th rounds. This experiment allows us to assess PCM-
QUIC’s ability to adapt to significant network fluctuations
under different values of S.
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F I G U R E 16 Path selection for the first 200 rounds.
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F I G U R E 17 Probability of selecting the best path.

As shown in Figure 16, all three schemes identified the opti-
mal transmission path within the first 200 rounds. Scheme-1
(S=50) was the first to switch to the new optimal path, followed
by Scheme-2 and Scheme-3. This behavior can be attributed
to the smaller sliding window in Scheme-1, which forces the
algorithm to use both Path-1 and Path-3 at least once within
50 rounds.

As illustrated in Figure 17, this phenomenon also appears
in the 600th round, indicating that a smaller sliding window
makes PCM-QUIC more sensitive to changes in task com-
pletion time. Ultimately, Scheme-2 demonstrated the highest
probability of selecting the optimal path.

Figure 18 presents the cumulative regret changes of the three
schemes. Unexpectedly, when S=100, the accumulated regret
of PCM-QUIC is the smallest. The reason for Scheme-3 is that
PCM-QUIC is slow to respond to task completion time change.
The reason for Scheme-1 is more complicated. Because PCM-
QUIC not only considers the path reward when selecting the
path, but also considers the path bonus. Therefore, Scheme-1
has to frequently switch to a path with poor performance.

6 DISCUSSION

In this section, we review the research questions and results,
and discuss limitations and possible countermeasures.
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F I G U R E 18 Cumulative regret of three schemes.

6.1 In What Scenarios is PCM-QUIC Ap-
plied?

PCM-QUIC uses the characteristics of QUIC connection mi-
gration and multiplexing to make up for the defect that QUIC
cannot perceive end-to-end path differences at the stream level.
The most typical application scenarios of PCM-QUIC are
mobile Internet, weak network environment, and audio/video
transmission.

6.1.1 Mobile Internet

It is a fact that mobile devices support multiple NICs. The
future mobile access network must be a HetNets. In a mobile
HetNets, it will be a valuable technical issue to make full use
of the multi NICs characteristics of mobile devices to provide
users with more efficient Internet services. At present, PCM-
QUIC is a feasible solution for mobile Internet to complete
path exploration and utilization.

6.1.2 Weak Network Environment

Base station congestion, building blockage, and high-speed
movement will cause the quality of mobile communication to
deteriorate. We refer to scenarios with poor user experience
as weak network environments. There are many technologies
to improve users’ experience in a weak network environment,
such as more efficient antennas, more advanced retransmis-
sions, and more concise application functions. PCM-QUIC
explores the true end-to-end performance of different network
paths in a weak network environment, instead of access net-
work performance, to detect the real network effect closer to
the user experience. By switching available networks in a weak
network environment, PCM-QUIC can obviously improve user
experience.

T A B L E 7 Comparison of PCM-QUIC and Traditional
Connection Migration.

Comparison

Value Scheme

Proactive Connection
Migration

Traditional Connection
Migration

Type Active Passive
Triggering
Condition

User experience
(Response time)

Physical switching
(User switching)

Application
Scenes

Live video,
Browser,

etc.

Weak network,
High-speed movement,

etc.

Target QoS/QoE Keep connected

6.1.3 Audio/Video Transmission

Streaming media refers to a technology that compresses a se-
ries of data and sends them in segments through the network
for instant transmission for watching audio and video. The
mainstream streaming media real-time transmission protocols
include Real Time Messaging Protocol (RTMP)48, HTTP Live
Streaming (HLS)49 and Web Real-Time Communication (We-
bRTC)50. The main factor that affects the audience experience
is the network quality from the CDN node to the audience,
including delay and packet loss. Often media providers will
make special optimizations for different MSPs.

Although a lot of congestion control schemes51 and terminal
adaptive rate adjustment schemes52 have been proposed by
the academic. But none of these solutions can break through
the path bottleneck. If there are two available paths from the
media source to the terminal, no matter how the poor path
adjusts the congestion window, the effect of the good path is
still good. How to choose the best path is the mission of PCM-
QUIC. PCM-QUIC combines advanced congestion control
and application adaptive technology to enable users to obtain
the best viewing and video call experience.

6.2 Comparison of PCM-QUIC and Tradi-
tional Connection Migration

Although both IETF and Google regard connection migration
as the main feature and function of QUIC. However, most of
the current engineering projects have not shown great interest
in connection migration technology. One reason is that connec-
tion migration is a top-down cross-Internet technology. It is a
passively triggered technology, which leads to its low actual
use value. As shown in Table 7, the starting point of PCM-
QUIC is to improve user experience, which can better solve
user pain points.
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6.3 Comparison of PCM-QUIC and Multi-
path QUIC

As shown in Table 8, both PCM-QUIC and multi-path QUIC
are designed to improve user experience. PCM-QUIC uses
one out of K available networks, and multi-path QUIC uses
k out of K available networks. Their underlying technologies
and application scenarios are different. PCM-QUIC is suit-
able for scenarios with sufficient bandwidth, and multi-path
QUIC is suitable for weak network scenarios with insufficient
bandwidth. They complement each other and can satisfy more
application scenarios for users. Especially in Web services, a
request may contain multiple servers or CDN resources from
different sources. The process of getting each resource using
multi-path QUIC is very complicated, and single-path QUIC
may be sufficient.

Here, we give the transmission performance model of single-
path (PCM-QUIC) and multi-path (MPQUIC).

Assume that the mobile phone accesses the Internet through
SIM1, SIM2 and Wi-Fi. The network performance of the three
network access methods is bandwidth (B1, B2, B3), latency (D1,
D2, D3), packet loss rate (L1, L2, L3). And SIM1 has the best
performance, while SIM2 and Wi-Fi are significantly worse.
We use effective throughput to measure the performance of
PCM-QUIC and MPQUIC.

MPQUIC introduces reordering overhead, congestion con-
trol coupling, and scheduling inefficiencies across heteroge-
neous paths. A penalty term δ represents the processing cost of
reordering, retransmission, and inefficient path usage. An effi-
ciency factor η ∈ [0, 1] accounts for how multipath scheduling
degrades with increasing path asymmetry.

We can get that single-path throughput is

Tsingle = B1(1 – L1). (23)

And the multi-path throughput is

Tmulti = (B1 + B2 + B3)(1 – L̄) · η – δ, (24)

where L̄ = (L1 + L2 + L3)/3 is the average loss rate. So, we can
get the condition that Tsingle is greater than Tmulti is

B1(1 – L1) + δ

(B1 + B2 + B3)(1 – L̄)
> η. (25)

That is to say, when the average packet loss rate L̄ is high, the
scheduling efficiency η is low (e.g., the path delay difference
is large), or the bandwidth of the poor-quality path is small
and the penalty term δ is large, the single-path throughput will
be better than the multi-path.

T A B L E 8 Comparison of PCM-QUIC and Multi-path QUIC.

Comparison

Value Scheme

PCM-QUIC MP-QUIC

Path Selection C1
K Ck

K (k ≤ K)

Scenes
Service bandwidth

<
single path bandwidth

Service bandwidth
>

single path bandwidth

Target Improve QoS/QoE

Disadvantage
Frequent switching

may reduce QoS/QoE
in the early stages

Out-of-sequence,
Retransmission,

Path management
and congestion control

are complex

Relationship
Expand the multi-path selection algorithm for
PCM-QUIC, which is equivalent to MP-QUIC

6.4 Comparison of PCM-QUIC and VHO

Vertical handoff (VHO) is a mature practice in HetNets.
However, how to evaluate the network quality of different
heterogeneous networks is always an inevitable and difficult
problem for VHO. The parameters of different networks have
completely different meanings, and they are not comparable.
The information of the physical layer or the data link layer is
not enough for VHO to design efficient and reasonable han-
dover decision algorithms. PCM-QUIC does not have this
problem at all. Since decision information comes from the
transport layer, PCM-QUIC can fairly and efficiently compare
the true performance of different heterogeneous networks.

6.5 The Impact of CDN and Edge Comput-
ing on PCM-QUIC

CDN and edge computing technology are widely used, which
can greatly improve user access experience. Frankly speaking,
PCM-QUIC cannot solve the problem of connection inter-
ruption caused by server changes caused by CDN and edge
computing. But this problem can be solved in many ways, such
as application layer synchronization and server cluster syn-
chronization. It needs to be clarified that this does not mean
that PCM-QUIC is not suitable for CDN and edge computing
scenarios. PCM-QUIC explores the performance of differ-
ent service nodes based on CDN and edge computing load
balancers, and selects the best.

In addition, there are many scenarios in real life that cannot
be covered by CDN and edge computing. For example, explor-
ing the optimal VPN access path in enterprise ERP is also an
important application scenario for PCM-QUIC.
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T A B L E 9 Network Performance Measurement under
Different Granularities.

Comparison

Value Scheme

Connection
level

Stream
level

Packet
level

Evaluation Life cycle Completion time RTT

Granularity Coarse Medium Fine

Application
L4 or L7

load balancing
PCM-QUIC

Congestion
control

Cost Small Middle Big

6.6 Advantages of Stream-level Measure-
ment

There are three levels of QUIC end-to-end measurement:
Packet, Stream, and Connection. As shown in Table 9, stream
level has the most appropriate granularity, it is the smallest
direct unit of user experience, and it also solves the problem of
excessively large measurement granularity at the Connection
Level. Since the characteristic of QUIC connection migration
is to keep the connection ID unchanged, it is a better granular-
ity to allocate different paths according to different Streams.
Stream-level end-to-end measurement only needs to be calcu-
lated by the QUIC client. The amount of calculation is minimal.
In fact, the operation object of connection migration in QUIC
is Connection. The operation object of PCM-QUIC is several
Streams belonging to the same Connection.

6.7 Economic Considerations of PCM-
QUIC

As previously mentioned, deploying the PCM-QUIC is not
only a technical issue but also an economic one involving
equipment manufacturers, MSPs, and users. Although HetNets
have become a consensus, the widespread adoption of PCM-
QUIC still needs to address three issues.

The first issue is whether the operating systems of equipment
manufacturers can support QUIC multi-IP access. We have
seen the actions of many equipment vendors. Their mobile
phones currently support dual-channel access of 5G and Wi-
Fi. However, the cellular communication technology shares
a communication baseband, the handover delay is relatively
large, and it is still subject to cost constraints.

The second issue is how mobile operators will price their
services, which will become a path decision variable for PCM-
QUIC. PCM-QUIC that considers tariffs can help users save

costs while improving the quality of user experience. PCM-
QUIC can also help MSPs reduce costs, balance traffic, and
avoid increased network congestion.

The third issue is whether users are willing to confidently
hand over the authority to switch their networks to PCM-QUIC.
Users should safely allow PCM-QUIC to choose the best net-
work for them. Users can write their expectations or special
agreements in the contract between PCM-QUIC and users.

6.8 Security Considerations of PCM-QUIC

Frequent replacement of the source address by PCM-QUIC
may cause traffic amplification attacks. This problem can
be solved by address verification. The server receiving the
non-detection frame from the client means that the peer has mi-
grated to the new address, and the server needs to send the next
data packet to the new address and initiate path verification to
prove that the client is on the new address Of ownership. Since
the client has used this new address, the above verification can
be skipped. After verifying the new client address, the server
needs to send a new address verification token to the client.

PCM-QUIC is more sensitive to path attacks. Since the
client has multiple IP addresses to communicate with the
server, the attacker copies and modifies the address of a data
packet. The fake data packet arrives before the original packet
arrives at the server, which will make the server think that the
client has undergone PCM-QUIC. When the original packet
arrives, the original packet is discarded. This problem can also
be solved by address verification. The attacker cannot pass the
verification because he does not have the necessary encryption
key to read or respond to the PATH_CHALLENGE frame. As-
suming that there is no channel monitoring on the network,
the server will always receive data packets with larger packet
numbers from the legal client address. Since the server has ver-
ified all possible addresses of the client, the server only needs
to send response messages following the latest address of the
client.

7 CONCLUSION AND FUTURE WORK

This paper presents an implementation scheme for the Proac-
tive Connection Migration for QUIC (PCM-QUIC) protocol,
which uses the multi-armed bandit model to model and select
the optimal path. This is a supplement to the existing connec-
tion migration in QUIC, which has improved the transmission
performance of QUIC in heterogeneous networks. Future work
will focus on improving the PCM-QUIC mechanism in three
key areas.

Firstly, the integration of pricing and energy consumption
considerations in the PCM-QUIC strategy is a promising area
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of research. Different mobile service providers have varying
resource pricing models, and the energy consumption per bit
of data transmission varies depending on the signal strength
and network standards of different access methods. Investigat-
ing how to reduce network costs while ensuring optimal user
experience represents an important research challenge.

Secondly, multi-path PCM-QUIC is an exciting avenue for
future development. Compared to single-path transmission,
multi-path QUIC can offer higher throughput and enhanced re-
liability. In multi-path PCM-QUIC, path selection is influenced
not only by the response time of individual paths but also by
the overall performance of combined multi-path transmissions.

Finally, given the frequent changes in the client’s source
address, PCM-QUIC needs to explore mechanisms to mitigate
the risk of path attack misjudgments, ensuring secure and
reliable path selection.
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