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Abstract

A data center (DC) is supposed to efficiently distribute the bandwidth of the
network to provide high-quality traffic transmission. However, the load imbal-
ance issue can easily occur due to the complex topology and traffic features.
Equal-Cost Multi-Path(ECMP) distributes traffic on different paths but doesn’t
consider network congestion. Although HULA solved some of ECMP’s prob-
lems, it can easily congest the best path. RPS randomly distributes packets across
multiple paths, potentially causing packet reordering in certain scenarios. This
paper presents DHLB, a distributed hop-by-hop load balancing architecture
based on in-band network telemetry. With active In-band network telemetry,
DHLB gathers essential load information and systematically records it in a load
information table. DHLB distributes traffic proportionally on different paths
based on their load degree. We build a fat tree topology on mininet to verify
the performance of our design. Experimental results indicate that DHLB out-
performs other schemes regarding average Flow Completion Time (FCT). It also
performs better on additional overhead than another probe-based scheme.
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1 | INTRODUCTION

As the backbone of cloud computing, data centers (DCs) must efficiently utilize network bandwidth. Multi-rooted Fat-tree and Clos are the
main topologies to construct a data center and the traffic within the data center has the characteristics of high dynamic and strong burst.! Due
to the topology and traffic features, load imbalance can easily occur. To optimize this issue, a large number of load balancing methods have
been proposed in the past few decades.

Equal-Cost Multi-Path (ECMP) is a standard load balancing scheme in data centers that distributes traffic across multiple feasible paths
by hashing the five-tuple in the packet header. ECMP’s widespread adoption is largely due to its ease of deployment. However, a small number
of large flows dominate, accounting for over 80% of traffic in real-world data center networks..? Due to traffic characteristics and the fact that
ECMP does not consider congestion information and is prone to hash collisions, it may exacerbate congestion on already congested paths.
RPS? randomly distributes packets across all feasible paths, enhancing link utilization. However, as a packet-level, congestion-agnostic load
balancing scheme, it may induce packet disorder, potentially causing TCP congestion windows to shrink since TCP cannot differentiate between
disordered and lost packets. HULA* maintains only the best next-hop path to the destination switch via neighboring switches. While HULA
outperforms other schemes in average flow completion time (FCT), during sudden traffic spikes, selecting the best path may result in severe
congestion.

Based on the development of Programming Protocol-independent Packet Processors (p4), In-band network telemetry (INT) was pro-
posed in 2015. It is an emerging network measurement framework without the control plane intervening,® which makes it timely. INT
consists of two types: passive INT, which transmits messages through service traffic, and active INT, sending probe packets to collect cus-
tomized information such as queue depth, queue delay, and link utilization.5 Although INT is a powerful tool for optimizing network
issues, it has yet to see widespread adoption in load balancing. Leveraging INT, we can conveniently gather critical link load information in
real-time.

To overcome the best path congestion and packet disorder issue, this paper proposes DHLB (a distributed hop-by-hop load balancing
architecture based on in-band network telemetry), which collects load information and stores it in switches. DHLB executes routing decisions
at the granularity of the flowlet based on this load information table. In summary, our main contributions include:

« We propose a distributed hop-by-hop load balancing architecture, which collects network-wide congestion information by active INT. DHLB
distributes traffic on different paths proportionally based on the corresponding load degree.

« We propose a simple mechanism to dynamically regulate the sending frequency of sending probes, reducing overhead caused by probes.

« We conduct experiments on mininet, the results prove DHLB performs better than other schemes in terms of transmission quality.

2 | SYSTEM MODEL

As shown in Figure 1, DHLB consists of four parts: load information table, network-wide telemetry, routing assignment, and regulating the
sending frequency. Based on the collected load metrics, switches precisely allocate traffic to maximize bandwidth utilization. We will elaborate
on our design in this section.

AL

system clontroller

- |
&O’b& -

(&Q | load condition

- _Dafta Center network r
y

E]I Traffic l

Hostl

Host2

v A ¥ <
distribute traffic generate updatethe foward traffic and
probe packet table probe packet

FIGURE 1 System model.
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2.1 | Load information table

We design the load degree to load traffic on all available paths rather than the one best path. DHLB first calculates the ports’ bandwidth uti-
lization. Considering that the BMv_2 switch cannot directly obtain ports’ bandwidth utilization rate, and can only estimate the bandwidth
utilization rate by counting the size of data packets and the number of transmitted bytes within a certain period, we use the EWMA (Expo-
nentially Weighted Moving Average) method, as shown in (1). At is the time interval from the previous packet, § is a constant related to RTT.

1 =6 X (packety, + pin_1) — At X pp_1 (1)

To optimize traffic allocation across multiple paths, we map link utilization to load degree as shown in Table 1. The higher the load degree,
the more traffic is assigned to that path. DHLB directs the majority of traffic to paths with less than 25% utilization and avoids paths exceeding
90% utilization, effectively preventing congestion and maximizing path usage. To ensure efficiency, we prioritize shifting traffic onto less
congested paths, which have greater load-bearing capacity. The detailed process is discussed later. A load information table, shown in Table 2,
records the paths to all other ToR switches and their corresponding load degrees, forming the foundation of our routing scheme. The role of
the load information table in the routing assignment phase is mainly the reference for routing decisions.

2.2 | Network-wide telemetry

In the beginning, DHLB obtains all the feasible paths and collects load information for switches by broadcasting an INT probe packet peri-
odically. The probe packet is simplified and carries only necessary link and load information so that occupies little bandwidth. As shown in
Figure 2, it consists of a basic IP and Ethernet header, and INT metadata field. The collected information includes the switch ID, ingress port,
egress port, and load degree. In this process, each ToR switch sends a probe packet to its upstream leaf switches. Upon reaching a switch, the
probe updates the load information table and compares the corresponding load degree with the value in the probe. DHLB retains only the
smallest load degree (in other words: the highest link utilization). The specific forwarding rules are outlined as follows:

« For ToR switches, they are either the end or the starting point of the probe. As the starting point, they will generate the probe and send it to

all connected leaf switches. As the endpoint, they will not forward the probe packet.

TABLE 1 Link utilization to load degree map.
Utilization 0-25% 25-50% 50-70% 70-90% Others

Load degree 5 3 2 1 0

TABLE 2 Load information table.

Destination Path Load degree
ToR2 T1_3L1_2T2 4
ToR2 T1_4L2 _2T2 4
ToR8 T1_3L1_3S1_4L7_2T8 5
ToR8 T1_3L1_4S2_4L7_2T8 5
ToR8 T1_4L2 3S3_4L8_2T8 1
ToR8 T1_4L2_4S4_41L8_2T8 1

a probe packet
)

switch_id(8bits) ingress_port(8bits) I egress_port(8bits) | load_degree (8bits)

FIGURE 2 Probe format of DHLB.
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« For leaf switches, when they receive the probe packet from a spine switch, they will forward it to downstream ToR switches. When they
receive the probe from a ToR switch, they will forward it to all connected switches except the ingress port.

« For spine switches, when they receive the probe packet, they will forward it to all connected leaf switches except the ingress port.

2.3 | Routing assignment

In order to avoid packet reordering and improve link utilization, we load balance at the granularity of flowlet. A flowlet is a collection of packets
with the same five tuples (src IP, dst IP, protocol type, src port, dst port) and the time gap between their reaching time is smaller than the
threshold 6. For the packets in the same flowlet, they are forwarded on the same path. Otherwise, switches will make a new routing assignment
for these packets. The method we use to divide different flowlets is to use a flowlet-id register and a time stamp register. The flowlet-id stores
the id of each flowlet and the time stamp register stores the last timestamp for the last observed packet belonging to a flow. Once a packet
arrives, the switch calculates the hash of its five tuples and queries in the flowlet-id register. If there is no record, we build a new index in the
flowlet-id register and update the last arrival time. If there is a corresponding record, we subtract the current time from the last arrival time in
the time stamp register and compare the result with . When the result exceeds 7, we build a new index in the flowlet-id register. Otherwise,
we assign the same flowlet ID as the previous packet.

2.4 | Probe frequency regulating

In DCNs, when the network is under low load or the load balancing condition is stable, it’s able to achieve efficient traffic transmission even if
there is no load balancing scheme intervening. On the contrary, it is necessary to implement a suitable load balancing scheme. The frequency of
updating the load information table depends on the sending frequency of the probe packet in this paper. Appropriately regulating the sending
frequency will decrease unnecessary bandwidth consumption while ensuring efficiency. So we designed a scheme to improve this issue based
on the overall load-balancing condition of the network. DHLB operates within the control plane. Initially, ToR switches periodically report their
link utilization rates to the controller, which subsequently calculates the average network load ¢. It is inversely proportional to the sending
frequency Fpope as shown in (2), where 6 is a constant.

1 c
F = = = 2
probe Tprobe 0 ( )

In real networks, there may be some particularly small T}, that are even smaller than the flowlet threshold 6, which will lead to too
fast traffic rerouting. This will not only cause low transmission reliability but also make packets disorder so that the network is filled with
retransmission packets and reduces throughput. So DHLB set the minimum value of T, to twice 6.

3 | PERFORMANCE EVALUATION

In this section, we conduct experimental evaluations on the DHLB and compare the results with ECMP, HULA, and RPS. We test them in the
same environment using p4 language. Our experiments will answer the following questions:

« How is the bandwidth consumed by DHLB’s probes compared to other schemes using probes?
» How does DHLB perform in transmission quality compared to other schemes?

3.1 | Experimental setup

The virtual network environment is a fat-tree topology built by Mininet, consisting of four spine switches, eight leaf switches, and eight ToR
switches. The interconnection way between switches is like Figure 3. To achieve customization of packets’ headers, we use the simple switch
model of BMv2 to implement programmable switches. According to,” too large § will result in overly coarse granularity while small § makes
frequent routing assignments. Thus we set the first reaching time gap threshold 6 as the RTT of the network.

3.2 | Probe overhead

We compared the additional bandwidth consumed by probes of HULA and DHLB. HULA set its frequency as 200us. According to?, the over-
head of probe O is shown in Eq. (2), where 4 is the probe number a ToR will receive in a period, and numToRs is the total number of ToR
switches.

probeSize X numToRs X A

0= 3
probeFreq X linkBandwidth ®




LIET AL.

FIGURE 3

FIGURE 4

Average FCT (Norm. to ECMP)
o o = I~ - - -
> S 5 © o ~ S

FIGURE 5

Spine

Leaf

ToR

Server

Load degree of fat-tree topology.

Additional bandwidth overhead (Mbps)

4

Probe overhead comparison.

N

I

—_

4

o

e

50

25

00

75

.25

00

75

50

25

o
S

T
—a— HULA

—e— DHLB

20 30 40 50 60 70

Load (%)

80

90

WILEY

RPS
—— DHLE

o

Average FCT (Norm. to ECMP)

T T T T T T T T
—=— EOWP
—— HULA
—— RPS

—— DHLB

Average FCT (Norm. to ECMP)
T

T T T T T T T T T
—=— ECWP
—— LA

—— RPS
—— Dl

10 20 30 40 50 60 70 80 90
Load (%)

(A) Small Flows AFCT(<100KB)

100

1020 30 40 50 60 70 80
Load (%)

(B) Large Flows AFCT(>1MB)

Average FCT performance under varied workload.

1020 30 40 50 60 70 80 90
Load (%)

(C) Average AFCT

100

| 50f6

As shown in Figure 4, HULA maintains a fixed overhead since it doesn’t adjust according to load conditions. DHLB has smaller probe
packets and lower sending frequency, therefore, its probe overhead remains at a low level under low loads. Even at 90% load, the additional
bandwidth consumed by the probe is only similar to that of HULA. We can conclude that DHLB outperforms at probe overhead in real networks,
that’s why we choose dynamic frequency.

The average Flow Completion Time (FCT) serves as an indicator of network throughput. We evaluated DHLB against ECMP, HULA, and
RPS, using FCT as the primary performance metric. Figure SA-C presents the results as network load varies across different flow scales.
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3.3 | FCT performance

The average Flow Completion Time (FCT) serves as an indicator of network throughput. We evaluated DHLB against ECMP, HULA, and RPS,
using FCT as the primary performance metric. Figure SA-C presents the results as network load varies across different flow scales. We have
normalized other schemes to ECMP. When the flows are small and the load is low, the performance difference between these load balancing
methods is not significant because there is sufficient available bandwidth to tolerate congestion-oblivious schemes. As the load increases,
ECMP performs worse in small flows than other schemes and intolerably poorly in large flows because loads balance at flow granularity. It also
suffers from congestion and hash collision. The other three schemes perform almost the same under low load, however, when the load is high,
RPS performs worse than HULA and DHLB, because random spraying at packet granularity causes many disorder packets. As probe-based
schemes, although DHLB and HULA both get worse in large and small flows with the load increases, DHLB still performs about 7% better
than HULA, because DHLB avoids best path congestion by distributing traffic proportionally on different paths rather than the best.

4 | CONCLUSIONS

In this paper, We propose DHLB(a distributed hop-by-hop load balancing architecture based on in-band network telemetry), an efficient load
balancing scheme that distributes traffic proportionally on different paths based on congestion degree. DHLB periodically broadcasts probes
to obtain network-wide congestion information and make routing assignments on every switch. The experiment result shows while DHLB
performs effectively in load balancing against other famous schemes, it also decreases additional overhead by adjusting the sending frequency
of the probe.
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