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Abstract—Deadline-aware Transport Protocol (DTP) is a new
QUIC-based transmission protocol that provides deliver-before-
deadline service. Single-path DTP is not conducive to flow fairness
and does not make full use of bandwidth. Compared with single-
path DTP, the decision space and the solving difficulty of multi-
path DTP (MPDTP) scheduling are larger. In this paper, we
propose a near-optimal scheduling algorithm Tetris for MPDTP.
Tetris is a block scheduler based on stream characteristics at
the transmission layer. We have verified its feasibility on the
simulator under the deployed heterogeneous path of different
network environment. The results show that our scheduling
algorithm allows data blocks to be delivered before the delivery
time as much as possible. The transmission completion time has
been increased by 19.53% on average, and the transmission delay
of all blocks have been reduced by 11.27%.

Index Terms—QUIC, Multi-path Scheduling, DTP, Transport
Protocol

I. INTRODUCTION

Nowadays web services need to be able to sense business
and have strict deadline guarantees [1]. The delivery of many
applications is delay-sensitive, such as video calls, online
classrooms, multiplayer online games, and VR etc. We make
the entire communication process as the on-time delivery of
several blocks with different priority from the sender to the
receiver, so DTP [2] came into being.

The DTP protocol first takes the concept of deadline in
the protocol, and ensures the on-time delivery of blocks by
adjusting the sending rate and other strategies. The deployment
of DTP based on the QUIC [3] [4] protocol provides a secure,
reliable, and low-latency communication link for HTTP, and
can execute online scheduling strategies based on the char-
acteristics of block and path. As shown in Fig.1 below, we
use webpagetest to capture the time to load different types of
data when accessing youtube.com. In terms of delivery time,
different types of blocks such as html, css, js, image and flash
have different delivery time requirements, so the introduction
of deadlines is very necessary.

However, DTP is a single path transmission protocol, which
does not make full use of the improvement of transmis-
sion efficiency brought by multi-path transmission. In multi-
path, different paths have path attributes such as Round-
Trip Time(RTT) and packet loss whch make DTP scheduling
more complicated. Multi-path QUIC(MPQUIC) [5] gives an
example of multi-path in the QUIC scenario, but the combi-
nation of the DTP transmission protocol and the MPQUIC [6]
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Fig. 1. Loading time of different modules to access youtube captured by
webpagetest

transmission protocol has not been paid attention and is more
difficult.

Therefore, in this article, we propose a new idea of MPDTP
and propose a near-optimal scheduling algorithm based on
delivery time, which is Tetris. For different data blocks,
we divide them into different tasks according to tasks. In
Tetris, we define the comprehensive priority for scheduling,
including the priority, deadline and left size of the block.
In the end, we conducted experimental verification through
the designed scheduler and found that the proportion of data
blocks transmitted before the deadline approaches 76.1%, and
the block transmission time is decreased by 19.53%.

The organization of the remaining chapters of the paper
has sex sections as follows: Section II introduces the related
works, Section III describes the existing problems, Section IV
describes the design principle of Tetris Scheduler in detail,
Section V discusses the implementation, and finally, Section
VI summarizes our work in this paper.

II. RELATED WORKS

QUIC is a new communication protocol proposed by Google
in 2013 to improve the network communication performance
of HTTP. It is a transmission protocol located at the appli-
cation layer, which effectively replaces the traditional TL-
S+HTTP/2+TCP on the client.

Since QUIC establishes the connection quickly and does
not head line blocking, Carlucci et al. [7] found that QUIC
has better bandwidth utilization and lower link delay than
other communication protocols. Cook et al. [4] found that
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QUIC fluctuates more in the network state. In general, we
have better performance advantages when accessing YouTube
through QUIC, which allows more efficient video transmission
and web browsing.

QUIC [3] supports multiple streams in a connection, ensur-
ing that lost UDP packets only affect part of the streams that
carry data in the packets. The endpoints in the QUIC protocol
need to decide how to allocate the available bandwidth [8].
However, among multiple streams, it only depends on the
priority of the HTTP/2 stream for scheduling. Since many
data have deadlines during the transmission process, Cui et
al. [2] proposed DTP based on task delivery deadlines. DTP
extends the QUIC protocol to support block-based delivery,
and maps the blocks to the QUIC streams one by one. DTP is
different from the QUIC protocol based on priority scheduling,
but weighs the priority of the stream and the delivery deadline,
calculates the actual priority of the stream, and sends it in the
order of priority. Although the DTP protocol considers the
task delivery time, it does not consider the use of multiple
path parallel transmissions.

Multi-path parallel transmission based on QUIC realizes the
effect of switching and aggregating multi-path bandwidth [9]
The MPQUIC [5] prototype adopts the lowest transmission
rate first, and selects the link with the lowest round-trip RTT
for transmission. Most of the existing multi- path scheduling
methods are considered comprehensively, and are mainly di-
vided into two categories: traffic scheduling schemes based on
dynamic heuristics and stream scheduling methods based on
reinforcement learning. Among them, the dynamic heuristic
stream scheduling scheme is widely used in the scheduling
design of MPQUIC.

The SRPT-ECF [10] algorithm is a stream-aware multi-
path scheduling algorithm. Using this method to minimize the
completion time of the message, and the path allocation can
be changed at any time. However, the algorithm has some
problems: priority is given to reducing the completion time of
smaller streams without significant impact on larger streams,
making most of the messages scheduled to a main path, not
fully utilizing all links which resulting in poor link bandwidth
utilization. Wang et al. [11] proposed an uplink and downlink
scheduler with a scheduling tree structure based on MPQUIC,
which ensures that the transmission time used on multiple
links is consistent and effectively improves the page loading
time, but it assumes that the server knows the dependency tree
of the web page in advance. Shi et al. [12] comprehensively
considered priority and stream size, and dispatched a stream to
a single path without making full use of multi-path aggregation
to allocate bandwidth reasonably.

III. PROBLEM DESCRIPTION
A. overview

In the context of network communication, we establish a
stream by establishing a handshake connection. On the stream,
we divide it into several logically different types of blocks
according to different data on the application layer. There
are three types of blocks: video, audio, and control. Each
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block includes several data packets. Different application tasks
produce different types of blocks, and the transmission can be
interleaved. But on the same path, the data blocks in the task
need to be strictly transmitted to avoid data disorder.

To present a near-optimal scheduling strategy considering
the size, arrival time, deadline and priority of the data block
and effectively balance the quality of service objectives, which
includes maximizing the effective utilization of the link and
maximizing the number of data blocks effectively transmitted,
we propose a mathematical programming model based on
block scheduling algorithm.

B. Applicable scene

Traditional scheduling algorithm are mostly based on one of
the parameter indicators. In Fig.2 below, the smaller the value
of priority means the block needs to be sent earlier. As shown
in Fig.2(a), it is delivered according to the strict stream priority
strategy. Whenever a new block is generated, it rearranges the
data blocks to be sent in the sender’s buffer, and selects the
block with the highest priority in each round and uses it to
transmit as many link resources as possible. This algorithm
is completely sorted by priority and ignoring the deadline of
low-priority blocks. As a result, the data blocks bl and b3 that
can be sent instinctively are blocked because of their relatively
low priority and cannot be completed before the delivery time.
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Fig. 2. Transmission comparison of different algorithms

Considering that the block delivery time seriously affects
the quality of network data transmission, Ds scheduling is
proposed in the central network. The algorithm is to design
a network data algorithm to calculate the minimum length of
different data blocks r = 3, s is the size of the block, and d is
the completion time of the block. D3 gives priority to solving
the smallest bandwidth r of the data block before the last
time, as shown in Fig.2(b) because we receive the data block
b2, here we do not proceed with D3 and adopt the greedy
possible first-served time. Having said that, the preemption
starts immediately after the block is allocated which results in
the data block b; cannot be completed before the time.

The above two typical algorithms only consider a key
indicator of the data block in the link, and cannot maxi-
mize the use of link bandwidth to allow more blocks to
complete scheduled transmission. Here, we propose a near-
optimal scheduling Tetris based on multi-path deadline-aware
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transmission protocol, which considers block priority, arrival
time, minimum completion time and deadline. Without affect-
ing the overall transmission effect, the block trigger update
strategy is adopted as shown in Fig.2(c). By sacrificing the
transmission time of some high-priority blocks, the blocks
with lower priority but earlier deadlines are sent first to achieve
the goal of completing the transmission block and maximizing
the remaining completion time.

IV. TETRIS DESIGN

In complex application scenarios, due to the content delivery
of many applications is delay-sensitive, the corresponding
stream needs to be effectively transmitted before the deadline
to ensure the timeliness and effectiveness of application data
transmission, so we propose a fine-grained data disassembly.
Firstly, the data stream sent by the sender in batches is
disassembled into control, audio, and video according to the
stream type. Different types of streams are defined as logical
sub-streams. Several blocks are on the sub-stream, and the
block may contain one or more data packets. For example,
the control block contains 1 data packet, the audio contains
about 3 data packets, and the video contains about 20 data
packets. Our scheduling strategy is to schedule data blocks on
three sub-streams.

The goals of our algorithm are:

(1)Ensure that more blocks are delivered before the dead-
line, and improve the transmission completion rate.

(2)When the status of different paths changes dynamically,
the scheduler can adapt to the network conditions and reason-
ably improve the QoE of the network.

A. overview

In the process of link communication, it is invalid for
information transmission to transmit only part of the bytes
in the data block and the transmission of all contents cannot
be completed normally. Therefore, we designed a scheduling
strategy, where the block is not transmitted according to the
priority preemption mode, nor is it sent according to the
deadline, nor is it according to the first-come, first-served
polling strategy. Our scheduler transmits streams in units
of finer-grained blocks and performs block path allocation
with reference to the overall priority of the block and the
actual status of the link. Our algorithm can mainly adopt the
following scenarios:

(1) For blocks with low priority but some bytes are already
in the transmission process

(2) Some blocks with close deadlines and low priority and
blocks with low deadlines and high priority exist at the same
time.

Based on the above scenario, our scheduler is consists of
two parts: a multi-path block scheduler and a single-path
block manager. We will introduce them in detail later. The
block scheduler is responsible for distributing different types
of streams to different links according to the fine-grained
block. Each link has a block manager to maintain the block
scheduling, and perform unified scheduling according to the
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priority of the block on the same link are transfer in order.
The overall scheduler design has the following 3 principles:

(1) Each time a new message is received, the scheduler
updates the block priority first and then allocates it.

(2) The blocks with higher comprehensive priority are sent
first, and the blocks with lower priority waits for the higher
priority to be sent before sending. Streams with the same
priority are sent according to the principle of fairness.

(3) The blocks scheduled to the same path in the block
manager are sent according to the actual low priority, and the
blocks with the same priority are sent first.

We establish the communication between the client and the
server first. After completing the connection communication of
the QUIC protocol, there is a unique connection identifier
CID for identification. At the sending end of the client, the
block allocation is completed through our block scheduler
and distributed to each sub-path. The sub-path transmits data
blocks to the receiving server in sequence through the block
manager. When all the blocks have been transmitted, close the
scheduler. The structure diagram of the scheduler is as follows:
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Fig. 3. The structure of Tetris design

B. Scheduling mechanism

Since the network status and the data stream to be sent are
dynamically changing, our algorithm is an online scheduling
algorithm. In each round, when a new data content is generated
at the sending end or a block has been send completed, the
scheduler will be triggered to perform two steps: 1. Update
the link and data block status 2. Perform a mathematical
programming distribution scheduling model.

The first step is to calculate P7°"?, the comprehensive
priority of all data blocks to be sent, and the second step is
to allocate the blocks to the path. When there is no available
bandwidth on the link or the congestion buffer is full, we
switch to the next path and continue to allocate until all the
blocks to be sent have been allocated on the link. After the
general scheduler completes the multi-path block scheduling
allocation, the single-path block scheduler sends the blocks in
order of priority from high to low on the same path, and blocks
with the same priority are sent according to the urgency of the
block deadline.

Authorized licensed use limited to: Beijing Jiaotong University. Downloaded on February 24,2022 at 07:59:47 UTC from IEEE Xplore. Restrictions apply.



C. structure

The scheduler updates all existing data blocks when a
new data block arrives. We assume that the current round of
triggering the scheduler is ¢ (c = 1,2, 3...n), the subsequent
design of the scheduling strategy is the parameters of this
round, and a prompt will be given if it is not in this round..
Tetris mainly consists of the following two steps: block-based
scheduling priority recalculation and block allocation on the
path. We assume that:

(1) The date, size, priority, delivery deadline and other
information of the data block are known when the stream is
created at the sending end.

(2) Using the smooth RTT and the congestion window
provided by QUIC to estimate the current round-trip delay and
bandwidth of the path. Assuming that the path state remains
unchanged in the current scheduling round, we define all the
parameters in TABLE 1 and the variables in TABLE 2. In order
to obtain a solution that is as optimal as possible, a linear
programming model is established to reduce the maximum
transmission time as much as possible. The model ensures
that the amount of data allocated each time is equal to the
amount of data that needs to be sent. In order to allocate link
bandwidth resources based on priority, a binary variable is in-
troduced to determine whether a link sends the corresponding
block, so as to match the corresponding bandwidth resource
according to the priority share of the block that needs to be
sent on each link.

TABLE I
PARAMETER DEFINITION

Parameters Meaning

d; The data block id

n The numbers of pathj

J The path j
Dga The deadline of the data block

P; The primary priority of data block ¢
Pfe"d The comprehensive priority of data block %
dsi=e The size of data block i

The sent size of data block ¢ at round ¢ — 1

décft“ze The left size of data block 4
rtt; The Round-Trip Time of path j
BW; The average bandwidth of path j
BW; The bandwidth of path j
rub The threshold for data blocks to enter the collection
P].S’”" The total priority of data blocks on path j
tji Completion time of data block 4 on path j

Tj The total completion time of the data block on path j

Teur The current time
BW; Bandwidth of data block 4 allocated to path j
S lim Threshold of path j
TABLE II
VARIABLE DEFINITION
Variable Meaning Type
d';-lfe Total amount of data block ¢ allocated to path 5 Integer
i Whether path j sends data block 4 Boolen

1) stepl Block-based scheduling priority reordering: As
mentioned before,we proposed a block-based scheduler . Each
stream is divided into blocks with a finer granularity of time.
The deadline-priority judgment is performed on the block, and
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the actual priority of the block is given. Through statistics of
a large amount of data, we found that in most application
scenarios, the priority of control signaling block, audio block
and video block for network communication, network quality
and user experience in different business scenarios decreases in
sequence. Therefore, we set the corresponding priority rating
weights as P; = 1,2,3 respectively. Both P#°"¢ and P; are
sent in order of priority, the lower the priority is, the earlier
the block is sent.

In the actual transmission, we comprehensively design a pri-
ority evaluation method, including the length of the completed
data block in the previous round of the link and the remaining
length of the data block. The specific equation is as follows:

Hsend
PRV R i
size
tj7i = B-;/iz/ ‘ + T‘ttj X >\j,i (2)
7y

Considering the existing data already in the transmission
process and the part waiting to be transmitted as shown in
Equation (3) , in the same transmitted data block i, the smaller
the bandwidth of the transmission arrangement of the part that
has been transmitted in the previous round, the slower the
rate, and the closer the transmitted part is to the deadline,
the more possibility the block is transmitted. Among them,
BWj; as shown in Equation (4) is the average bandwidth of
this round of multi-path, which can be imagined as a constant
and only affected by changes in the network status for different
rounds. Considering that the P#"? of some blocks is relatively
high during the transmission process, while some of the other
blocks may already be in the transmission process, for this
type of blocks increasing the restriction conditions to adjust
Pfe”d in Equation (5)

sendgize leftsize
senc d RTT
P_send =P i,c—1 D, — 1 -
: % % 5 + dl BW 2

Part of the transmission is meaningless to the network, but
in most application scenarios, the data block arriving later
will not have a serious impact on the network quality. The
biggest impact is that subsequent content loading needs to be
delivered successfully, therefore we set the threshold S, to
judge whether the data block in the network that exceeds the
deadline should be transmitted. The judgment condition is as
shown in Equation (6)

g - =2

n

The threshold value is set to be S, = 2ms. During the
execution, real-time monitoring is performed on all data blocks
to be sent. If the mutation is 0, the content of the remaining
data block is directly discarded and the scheduling collector is

“
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triggered, and a notification frame RESET STREAM is sent to
inform the receiving buffer that the block has been recycled.
The subsequent sending end can be scheduled according to
the actual priority.

The block-based scheduling algorithm comprehensively
considers the deadline and priority of the block to prevent
the data block whose sub-stream is approaching the delivery
deadline from missing the delivery time because of the low
block priority.

P;seng = min Pisend dieftsize < % > dfize 5
Pisend FELSE
dleftsize -0 déeftsize n RTT g
i o BW 3 Z Prub )
dl_eftszze ELSE

2) step2 Block allocation: The distribution of blocks on
the path is divided into two categories: one is the blocks with
the same priority are sent according to the principle of fairness
and the urgency of the block, the other is blocks with different
priorities are sent according to the principle of comprehensive
priority. The block distribution on the path is constructed as
a linear optimization mathematical model, and the size of
the data blocks distributed on different paths is obtained by
modeling and solving. The constraint condition of data block
allocation is shown in Equation (7):

> dit =i (7
J

For a data block, the sum of the data block sent by all paths
is equal to its size.

If all the blocks to be sent have the same priority, we assume
that each link j has its own threshold S} ji,, is transmitted in a
block-indifferent way. When the transmitted block size is less
than S; jim, we only select the link with the smallest delay
for transmission, because at this time, even if other links are
used to transmit sub-blocks together, the block will not be
transmitted faster. When the block transmission size is greater
than the threshold , we use multiple links to parallel for the
block. We use Equation (8) to define decision variables to
determine whether a path sends a block.

0< a7+ (1 - A7)« M<M )

If path j send data block i, then dj-ffe>0 and \;; = 1,
otherwise both are 0.

Each path has its own carrying capacity, combined with the
sub-stream congestion control algorithm and traffic distribu-
tion rate, the split ratio on each path is allocated according
to its network state quality. We assume that the link state
remains unchanged in each round, and maintain a smooth
estimate of the bandwidth and round-trip delay of each link.
We define ¢;; as the completion time of each block, and we
construct a mathematical programming model to minimize the

maximum transmission completion time on the link, as shown
in Equation (9):

Obj = minmaxt;; Viel jeJ ©)

I and J are the data block set and path set of the current
round respectively.

We integrate the scheduling algorithm of the scheduler
Tetris in two steps, and give the pseudo code of Tetris:

Algorithm 1 Tetris Scheduler
Initialize:

dzeftszze _ dfize, Pisend
MIN = min Pise"d,
while True do

while There is a block in sender do Give id to data block

as d;;

Calculate BW, Pgend,
if d'“/"*%*¢ — () then
send RESET STREAM to Receive Buffer
Pisend = 00
i=1+1

if dzecidfize>0 and dieftsize <
Pisend — MIN —1
end if

Order d; «+ sort d'*/*"** by ascending order of Psend
Calculate D according to the mathematical model
for d; ; in D do

if dj$i>0 then
df;’rldfize — dj,i
J J i
j+J+1
else
j—J+1
Path j keep sending data and Break
end if
end for
if There is no block to be send then Break;
end procedure

sendsize __
di c—1 =0

d’lieftszzc

1 gsend
5d;°"¢ then

V. EVALUATION RESULTS

A. Comparison of Tetris scheduler under different link config-
urations

TABLE IIT
LINK SET
group PathO(Bandwidth,RTT) Pathl(Bandwidth,RTT)
a 1000Mbps, 10ms 1000Mbps, 10ms
b 500Mbps, 10ms 500Mbps, 30ms
¢ 300Mbps, 10ms 300Mbps, 30ms
d 300Mbps, 10ms 500Mbps, 10ms
e 500Mbps, 10ms 1000Mbps, 10ms
f 500Mbps, 10ms 1000Mbps, 30ms

To verify the effectiveness of Tetris, a comparative experi-
ment that combines 6 groups with different networks states
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is completed. The delay and bandwidth are set as follows
respectively in Table3.

To display the specific scheduling result of Tetris, Fig.4(a)
shows the data block sending situation. The blocks arrive in
batches, and different colors represent different data blocks.
Tetris splits the blocks into video, audio and control according
to the block type,and they are sent in multi channels con-
currently. The algorithm on each path takes into account the
remaining block size in history, and can effectively deliver as
many data blocks as possible before the deadline. The sending
and receiving order of data blocks in Tetris are basically the
same, which avoids the problem of data reorganization caused
by data blocks splitting.

We calculate the block completion time under the hetero-
geneous network link, use the cut-off time as the card line
to calculate the average completion success rate of the block,
and test each link setting 10 times to obtain the Fig.4(b), and
find that the Tetris algorithm has following features:

(1) The block transmission success rate is different under
different link settings. The smaller the link difference, the
higher the block transmission success rate.

(2) The success rate of block transmission under the same
link is related to the block priority. The higher the priority,
the higher the transmission success rate of the block, such as
the control type block. We found that the average value of
block transmission under several groups of different settings
is 76.5 %, and the control type block with the highest priority
has the highest overall transmission success rate.
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B. Comparison between route schedulers

We set up 6 different network links as shown in table 3,
and each scheduling algorithm was repeatedly tested 10 times
under the above environment to obtain the average result of
the link configuration. We evaluated the performance of the
proposed Tetris scheduler, including the success rate of block
transmission before the deadline, the cumulative function of
successful packet transmission, with the default QUIC-based
multi-path scheduler FCFS, SRPT2-ECF and SA-ECF for
comparison.

We found that under the same settings, FCFS sends s-
mall data blocks based on the shortest transmission delay
preferentially, SA-ECF combined comprehensive weighted
round-robin scheduling and the earliest completion priority
strategy, weighted routing is sent after the estimated message
completion time. To satisfy the complex balance as much
as possible, SRPT2-ECF first considers the priority provided
by the application, but it can reduce the completion time of
smaller streams while ignoring large streams. As shown in
Fig.5(b), the average completion time of the flexibly allocated
Tetris in different link scenarios ranges from 0.031356ms to
0.008ms, but is relatively less affected by the link, and the
transmission delay can be increased by 3.75% to 82.7%.

We calculated the cumulative distribution function of each
algorithm under different links as shown in Fig.5(b). Tetris is
relatively stable and its completion time can be less than other
in link a when cumulative probability of all reach algorithms
90%. The algorithm is improved by about 19.53%. In the
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network, path delay in link c is higher, the performance is
worse and the cumulative probability reaches 40%. Tetris
is about 2.1% higher than SA-ECF and about 5.1% higher
than FCFS, which is basically the same as SRPT2-ECF. The
statistical conclusion we draw from the data analysis is that in
the same state, Tetris can reasonably schedule the resources of
multiple path and improve the overall transmission efficiency,
which are more obvious than SRPT2-ECF, SA-ECF, and
FCFS.

We found that the comprehensive comparison of the Tetris
algorithm has significant advantages in data transmission ef-
ficiency and effectiveness, and can significantly improve the
user experience.

VI. CONCLUSION

In the complex and changeable heterogeneous environment,
the use of multi-path transmission protocol for data packet
scheduling can effectively improve the communication quality,
and the proposal and deployment of the QUIC protocol paved
the way for improving user experience. Combining with the
heterogeneity of paths based on QUIC, this paper proposes an
algorithm for near-optimal scheduling of multi-path deadline-
aware transmission protocols, which is Tetris. We propose
Tetris in order to take the characteristics of the link into
account more effectively and make fully use of link resources
to ensure that the block can be transmitted before the deadline.
Tetris is designed considering the deadline, block priority,
create time and block size to allocate the bandwidth. In this
way, the block completion time on each path is as consistent
and minimized as possible. Experimental results show that
compared with other multi-path schedulers, Tetris has obvious
advantages in link resource allocation and utilization which
can significantly reduce page load time and improve the
success rate of data block transmission. Tetris is protocol-
independent, which can still be reused in other communication
protocols in the future and has strong practical significance.
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