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FindINT: Detect and Locate the Lost In-band
Network Telemetry Packet

Lizhuang Tan, Student Member, IEEE, Wei Su, Jingying Miao and Wei Zhang, Member, IEEE

Abstract—In-band network telemetry (INT) is a new network
measurement technology that uses business packet to collect
network information hop by hop. Since business packets may
be lost due to various reasons, INT telemetry information will
inevitably be lost. Unfortunately, telemetry system is not aware
of this loss. In this letter, we present FindINT, an INT packet
coding scheme with two marking strategies, to measure per-flow
packet loss rate and location. FindINT is inspired by alternative
marking method, which is triggered by loss event instead of
polling.Experimental results show that FindINT has extremely
low overhead and high detection accuracy.

Index Terms—In-band Network Telemetry, Network Measure-
ment, Loss Detection, Loss Localization.

I. INTRODUCTION

NETWORK telemetry is a new network measurement
method that can quickly collect and integrate network

status data to monitoring service quality. Network telemetry
can be divided into in-band network telemetry (INT) and out-
band network telemetry (ONT). The characteristic of INT
can be summarized as using the business packet to carry
the status information of the hop-by-hop switching device.
Because INT can realize the end-to-end traffic visualization
of network services, it has attracted the attention of academia
and industry[1].

As is shown in the upper part of Figure 1, the principle of
INT is as follows: When a user packet enters the first switching
device (INT Source Node), INT Source Node encapsulates
an INT header in the packet to define the INT telemetry
instruction, and fills in the INT metadata with the network
device information to be collected after the INT header. Then,
the packet is forwarded to the next switching device (INT
Transit Hop Node), and INT Transit Hop Node continues
to add the INT metadata according to telemetry instruction.
After packet pass through all INT Transit Hop Node and
are forwarded to the last switching device (INT Sink Node),
INT Sink Node removes INT header and all INT metadata,
and sends them to Telemetry Server. Telemetry Server can
collect switch meta information, including switch/port ID, port
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Fig. 1. The INT and monitoring result when telemetry packet is lost.

utilization, and queue to calculate the delay and congestion
experienced by network services.

Recently, numberous INT-based network measurement
solutions have been proposed. They can measure one-
way delay[2], tail latency[3], available bandwidth[4], queue
depth[5], etc. Many advanced network controls based on
INT have also significantly improved network efficiency, in-
cluding congestion control[6], routing decisions[7], abnormal
detection[8] and path tracing[3]. However, according to the
survey of above-mentioned research works and our practical
experience in deploying INT, we discovered the following
facts:

1) There is no feasible packet loss measurement solution
for INT1. Some SDN packet loss measurement and
localization schemes have been proposed, but none of
them have been integrated into INT. [12] and [13]

1The latest version of INT specification[9] has divided INT into three types:
INT-XD, INT-MX and INT-MD. The first two draw on the ideas of iFIT[10]
and IOAM[11], and export metadata hop by hop, so they can be directly used
for loss measurement. We only discuss the third type of INT here, that is, how
to measure the loss of telemetry packets when only the Sink Node exports
metadata.
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require strict synchronization of network time. [14] is an
active measurement solution, not compatible with INT.
[15] and [16] are representative of the alternate-marking
performance measurement (AM-PM), they only need a
few bits to achieve loss measurement. However, their
marks are updated periodically, which requires strict
time synchronization too. But, [15] and [16] give us
inspiration. If AM-PM is applied to INT measurement,
we can know when packet loss has occurred. It is worth
noting that [17] use INT to measure packet loss rate,
but it is active measurement, measuring the probe rather
than the per-flow packet loss rate. At the same time,
using multiple probes to locate the INT packet loss lo-
cation requires huge network overhead. Therefore, INT
urgently needs a packet loss detection and localization
solution.

2) The working principle of INT make it insensitive to
packet loss. As shown in the lower half of Figure 1,
telemetry packets #2, #6, #7, and #8 are lost due to
different reasons, but the Telemetry Server does not
know about these packet losses. since INT reports only
the good news but not the bad, we cannot observe
real network status. Those existing INT applications
do not consider the impact of network packet loss on
the INT measurement results. Although the Telemetry
Server can continuously receive INT report packets,
these packets are incomplete in fact. The telemetry
information of critical network failures is lost along with
user packets. We counted the performance of anomaly
detection in [8] under different packet loss rates. The
result is shown in Figure 2. The RNN model trained
in an environment where the link packet loss rate is
zero cannot accurately classify abnormal traffic in a
lossy network. The reason is that packet loss destroys
the input-data characteristics (duration, hop latency, flow
latency and queue occupancy) of the RNN model. If
some special supplementary schemes are not adopted,
the Telemetry Server does not know that the network
flow is experiencing packet loss.

In summary, it is our goal to design an efficient INT packet
loss measurement solution and apply it to INT applications to
improve the monitoring performance. In general, the innova-
tions of this letter include:

1) We propose an AM-based INT loss detection and local-
ization mechanism, FindINT, compliant with available
standards and internet drafts[9], enabling INT to per-
ceive packet loss events in actual network.

2) We propose two Loss Bit coding schemes, SAM and
MCM. The former occupies less bandwidth, and the
latter has high accuracy.

3) We implement and open source the above mechanism
on P4 switch[18]. The experimental results show that it
can measure the per-flow packet loss with low overhead
and high accuracy.

II. SCHEME DESIGN

Alternate-marking performance measurement (AM-PM)
method[19] has been standardized. It realizes efficient mea-
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Fig. 2. Performance of the RNN model proposed in [8] under different packet
loss rates.

surement of delay and packet loss by periodically changing
the 1 bit or 2 bit coloring flag. In AM-PM, every packet
of the monitored flow carries 1 or 2 marking bits that are
used for signaling and coordinating measurement events across
the measurement points. For packet loss measurements, a
periodically alternating marker, Color Bit, is dividing the
traffic into consecutive blocks of data. By counting the number
of packets in each block and comparing the values measured
by different network devices along the path, it is possible to
measure packet loss occurred in any single block between
any two points[20]. Applying the AM-PM method to INT, we
proposed FindINT and designed the protocol format, marking
strategy and loss localization mechanism.

A. Overview

The process of FindINT is shown in Figure 3. After inserting
the telemetry header, the INT Source Node also marks this
telemetry packets. The simplest way of marking is alternate
marking. In other words, for the first packet, the INT Source
Node sets the loss flag bit to 1. And the second is set to
0, the third is set to 1... (For more reliable and efficient
marking schemes, please see II-C) INT Sink Node reports
the telemetry information to the Telemetry Server. Telemetry
Server calculates the loss rate based on the successively
received loss flags. If the Telemetry Server does not receive
the marking information it should receive, packet loss has
occurred (for some special cases, please see II-E). When loss
is detected, the Telemetry Server can notify SDN controller
to collect more abundant loss information or perform some
necessary operations. If it is necessary to detect the position
of packet loss, all INT Nodes need to participate in marking
(see II-D).

B. Protocol Design

As is shown in Figure 4, FindINT can use 1 or more bits
(L), we call it Loss Bit, in the reserved field of the INT-MD
protocol header to mark telemetry packet.

Figure 5 analyzes FindINT from the perspective of func-
tional design. If only need to detect loss rate, Loss Bit is only
marked once by INT Source. In the entire network, only one
counter is needed for each flow, which can be integrated into
the flow-table counter.

If need to detect the loss rate and loss localization, All INT
Nodes maintain a counter for each flow and add their own
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Fig. 3. The process of FindINT.

Internet-Draft          QUIC Connection Migration          November 2020

   cases, the connection migration initiator should be allowed to send
   data packets directly without path confirmation from the peer.  The
   condition is to ensure that the packet received by connection
   migration responder does not carry a spoofed source address.

   Endpoints can use PATH_CHALLENGE frames (type=0x1a) to check
   reachability to the peer and for path validation during connection
   migration.

   PATH_CHALLENGE frames are formatted as shown in Figure Figure 2.

   A PATH_RESPONSE frame (type=0x1b) is sent in response to a
   PATH_CHALLENGE frame.

   PATH_RESPONSE frames are formatted as shown in Figure Figure 3.

      0                   1                   2                   3
      0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
     |Ver = 2|D|E|M|L|      Reserved       | Hop ML  |RemainingHopCnt|
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
     |      Instruction Bitmap       |       Domain Specific ID      |
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
     |        DS Instruction         |             DS Flags          |
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
     | INT Metadata Stack (Each hop inserts Hop ML * 4B of metadata) |
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
     |                              ...                              |
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
     |                        Last INT metadata                      |
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

                   Figure 2: PATH_CHALLENGE Frame Format

     +-+-+-+-+-+-+-+-+
     |      0x1b     |
     +-+-+-+-+-+-+-+-++-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
     |                           Data (64)                          |
     +-+-+-+-+-+-+-+-++-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

                   Figure 3: PATH_RESPONSE Frame Format

Tan, et al.               Expires May 13, 2021                  [Page 6]

Fig. 4. INT-MD metadata header format.
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Fig. 5. The design idea of FindINT.

loss flags in turn. Loss Bit can be specified by Instruction
Bitmap and stored in the INT metadata of each hop in the
INT Metadata Stack.

C. Marking Strategy

We propose two packet loss marking strategies, Single-
bit Alternate Marking (SAM) and Multi-bit Cycle Marking
(MCM).

1) Single-bit Alternate Marking (SAM): Each bit of the
telemetry packet is precious. In the case that the Loss Bit has
only 1 bit, the set rule of INT Source Node is triggered by the
arriving packet. INT Source Node change the Loss Bit from 0
to 1 or from 1 to 0 every p/2 telemetry packets. For example,
while marking period p = 10, INT Source Node can mark Loss
Bit of first 5 INT packets as 1 and then successively mark Loss
Bit of last 5 INT packets as 0.

Assume that there is no disorder in the network, and each
packet loss is independent. When the actual network packet
loss probability is extremely small, the alternate marking (p =
2) can work normally. When the actual packet loss on the
network is large, the probability of losing 2 packets in a row
becomes larger. Alternate marking (p = 2) does not recognize
that the telemetry flow has lost two consecutive packets. This
causes the measured loss rate to be less than the real loss rate.
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Fig. 6. The probability of error-free identification of packet loss under
different marking periods and different network packet loss rates.

Assuming that network has n hops, and the random packet
loss rate of each hop is εi, i = 1, ...,n. The end-to-end random
packet loss rate ε of telemetry packets is

ε = 1 −
n∏
i=1
(1 − εi). (1)

The probability P of consecutive loss of p telemetry
packets is

P = ε p . (2)

Because the SAM can identify the consecutive loss of no
more than p telemetry packets, a larger marking period can
improve the confidence of telemetry result. As is shown in
Figure 6, We analyzed the probability that the solution can
identify the continuous packet loss of the network during
different marking periods. The high probability means that
the detected packet loss rate is closer to the real rate. When
the network packet loss rate is less than 20%, the probability
of continuous packet loss is very small. The measurement
robustness under the five marking periods is very good (the
difference is less than 4%). So, we can improve the detection
accuracy by increasing the marking period.

We use the time interval T between the occurrence of
packet loss and the detection of packet loss to evaluate the
detection sensitivity. Obviously, detection sensitivity is related
to network traffic, topology size, packet loss location, etc.
Assuming that the arrival of telemetry packets obeys the
Poisson distribution with λ. Hop-by-hop delay is di, i = 1, ...,n.
The transmission and processing delay between the INT Sink
Node and Telemetry Server is dSink2Server . The detection
interval of the last telemetry packet loss at the last hop before
the marking strategy change represents the minimum detection
interval Tmin. The detection interval of the last telemetry
packet loss at the last hop before the marking strategy change
represents the minimum detection interval Tmin. The detection
of the loss of the first telemetry packet at the first hop after
the marking strategy change represents the maximum detection
interval Tmax .

The distribution function of arrival interval t of two adjacent
packets is

F(t; λ) = 1 − e−λt, t ≥ 0. (3)

The expectation of Tmin and Tmax can be expressed as

E{Tmin} = E{T} =
1
λ

(4)
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Fig. 7. The probability of error-free identification of packet loss under
different loss bit lengths and different network packet loss rates.

E{Tmax} =
p
2
E{T} +

n∑
i=1

di + dSink2Server

=
p

2λ
+

n∑
i=1

di + dSink2Server .

(5)

According to Equation 5, the larger the marking period,
the lower the detection sensitivity. Therefore, although only 1
bit is used, SAM needs a suitable marking period to balance
detection robustness and sensitivity.

2) Multi-bit Cycle Marking (MCM): Because the SAM
strategy can only make INT get the packet information of the
packet loss but not the sequence information. When there is
disorder in the network, the SAM is difficult to distinguish
between continuous loss and out-of-order in two marking
periods. FindINT can use more Loss Bits and monotonically
increases the value of Loss Bit so that telemetry reports carry
sequence information.

Assuming that the length of the Loss Bit of MCM is l.
Similar to Equation 2, the probability P of consecutive loss
of 2l telemetry packets is

P = ε2l . (6)

Figure 7 shows that the longer the Loss Bit, the better it
can adapt to a worse packet loss. When the network packet
loss rate is less than 10%, the recognition accuracy of the
five lengths are all greater than 99%. MCM can alleviate but
cannot completely overcome the error caused by disorder.

Since each telemetry report carries sequence information,
the telemetry server can know which telemetry packet is lost
according to the received Loss Bit. So, the expectation of
detection sensitivity is [ 1λ ,

1
λ +

∑n
i=1 di + dSink2Server ].

D. Packet Loss Localization

In order to locate packet loss, FindINT deploys the above
detection method to every INT node on the path. All INT
Nodes that detects loss localization maintain a counter for
each flow and add their own Loss Bit in turn. Loss Bit can be
specified by Instruction Bitmap and stored in the INT metadata
of each hop in the INT Metadata Stack. Those counter can be
integrated into the INT operation with little overhead.

Telemetry Server builds the matrix shown in Figure 8
(SAM) and Figure 9 (MCM) according to the received teleme-
try reports. The telemetry server generates a full-path Loss Bit
measurement result based on the received telemetry report and
locates the location of the packet loss. Both SAM and MCM

#1 #2 #3 #4 #5 #6 #7 #8 #9 #10 #11 #12 #13 Total=2/13

#1 1 1 1 0 0 0 1 1 1 0 0 0 1 =0/13

#2 1 1 1 0 0 0 1 1 1 0 0 0 1 =0/13
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#4 1 1 1 0 0 0 1 1 1 0 0 =1/13
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Fig. 8. Loss Bit encoding method (SAM) for loss localization.
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Fig. 9. Loss Bit encoding method (MCM) for loss localization.

can determine the localization of packet loss. As shown by the
dashed box, MCM is more accurate.

E. Multipath and Out of Order

When the network has multi-path and QoS routing, the
Telemetry Server may not receive the telemetry report in
the marking order. How to distinguish between disorder and
loss is an important content that FindINT needs to consider.
Since INT often carry Switch ID or Timestamp, they can help
Telemetry Server to identify the true routing path and sequence
of INT packets. After reordering the received telemetry re-
ports, Telemetry Server can accurately distinguish packet loss
and disorder, and calculate more accurate measurement results.
In summary, FindINT can at least combat disorder in three
ways: (1) Increase the marking period for SAM, (2) Increase
the length of Loss Bits, (3) Increase the statistics period.

III. EXPERIMENTAL RESULTS

We built the testbed shown in Figure 3 to verify the mea-
surement accuracy, delay and network overhead of FindINT.
The testbed is composed of three BMv2 switches, a Spirent
TestCenter, a Spirent Network Damage Meter, an ONOS
controller and an INT remote server. The network bandwidth is
1Gbps. The Spirent TestCenter sends and receives packets, and
counts the loss rate as a reference. The Spirent network dam-
age meter achieves random packet loss. The ONOS controller
version is 2.2 (Sparrow). The source code is open source[18],
and it also supports Mininet environment.

A. Detection Accuracy and Localization Accuracy

As shown in Figure 10, we measured the accuracy of the
two marking strategies. P = 6 and L = 2 are the recommended
values for parameter P in SAM and L in MCM for real usage.
In general, the loss rate measured by FindINT is very close to
the real loss rate. The average measurement deviation between
SAM and MCM and Spirent TestCenter is 3.62% and 1.17%. It
is worth noting that FindINT measures the actual packet loss
experienced by INT flow, so this deviation can be regarded
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Fig. 10. Measurement accuracy result. (a) is SAM and (b) is MCM
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Fig. 11. Comparison of detection latency between FindINT and LossRadar.

as a probabilistic deviation. During the experiment with the
packet loss rate [0%, 20%], FindINT locates the 100% packet
loss position.

B. Detection Latency
The detection latency is affected by the path length, network

rate, packet interval, marking period and Loss Bit length.
Telemetry Server only can diagnose packet loss only after
eliminating the influence of disorder. As is shown in Fig-
ure 11, we compared the detection latency of FindINT and
LossRadar[13], and the latency of FindINT is more stable.
The reason is that FindINT is triggered by continuous Loss
Bit, so there is no need for excessive waiting time. Moreover,
the query time of LossRadar is usually 10ms. Compared with
SAM, MCM diagnoses packet loss more quickly. Because the
diagnosis cycle of MCM (L=2) is shorter than SAM (P=6).

C. Overhead
Compared with OpenNetMon[12], LossRadar[13] and

INT_DETECT[17], the overhead of FindINT is almost neg-
ligible. Because FindINT does not poll switches or construct
probes, it only need a few bits of INT telemetry packets to
detect loss. Compared with INT-XD and INT-MX, the INT
report packets reported by FindINT is only 1/n of them. n is
the number of switches participating in telemetry.

FindINT maintains a register for each flow, and the number
of bits of the register depends on the period of SAM and
MCM. FindINT needs to perform 100% accuracy statistics for
each flow in each period. Taking SAM as an example, when
the period is 8, the length of each register is 3 bits. 1KB of
memory supports 2730 flows. 4KB memory supports 10922
flows. The memory requirement in a INT node only grows
linearly with the number of telemetry flows instead of all the
telemetry packets.

IV. CONCLUSION

In this letter, we propose a packet loss detection and local-
ization mechanism, FindINT, for in-band network telemetry,
which is derived from the AM-PM method. FindINT makes
up for the defect that INT cannot measure network packet
loss by marking telemetry packets, and can improve the per-
formance of telemetry applications. Experimental results show
that FindINT has extremely low overhead and high detection
accuracy, and can be applied in a production environment.
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