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ABSTRACT
Quick UDP Internet Connections (QUIC) provides a secure, reliable
and low-latency communication foundation for HTTP. QUIC uses
the connection ID to uniquely determine a connection from client
to server. After user switches the network, the server recognizes
the user request according to the connection ID and continues to
provide services through the connectionmigration technology. This
paper proposes a Proactive Connection Migration (PCM) mecha-
nism for QUIC. PCM gives QUIC the ability to select the optimal
network in a heterogeneous network environment. Firstly, PCM
actively perceives the different networks available to users. Then,
PCM integrates the network quality exploration of different paths
into the user’s multiple request actions. Finally, PCM takes response
delay and jitter into account, and uses online learning to find the
optimal network for current Internet service. Experimental results
show that, compared with original QUIC, the average response
delay of QUIC with PCM is reduced by 59.43% at most.
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1 INTRODUCTION
According to HTTPArchive[1], average web page loading time of
mobile device is 87% longer than that of PC in 2019. Average time
to first byte (TTFB) speed is 1.28s for PC and 2.5s for mobile device.
User experience of interactive services such as online game, short
video, and online shopping are closely related to network delay.
Today, when mobile traffic has become mainstream, bloated and
slow webpage loading has seriously affected user experience.

QUIC is a UDP-based transport protocol designed by Google[6],
which aims to provide multiplexed streams over an encrypted trans-
port. HTTP/3 has chosen to use QUIC instead of TCP as its trans-
port layer protocol[7]. A feature of QUIC is connection migration
(CM)[3]. QUIC uses connection ID to uniquely determine a trans-
mission channel. Even if underlying network changes, as long as
connection ID unchange, it can be considered as same connection.
This feature ensures that when users switch between Wi-Fi, wired
and mobile networks, QUIC can keep upper virtual channel un-
changed and avoid various losses caused by reconnection.

If connection migration is slightly modified, QUIC can actively
switches and explores available network in a HetNets environment.
By comparing different network feedback information, QUIC can
replaces user to explore and select the optimal network, which can
improve QoE. We call this mechanism as Proactive Connection
Migration (PCM), which runs between application layer and UDP
layer to replaces user to explore and select the optimal network.
Through PCM, third-party Internet services only need to deploy
QUIC services on their servers without any other changes. And the
contributions of this work are summarized below:

• ProactiveConnectionMigration: PCM, CM, andMPQUIC
jointly promote QUIC to achieve the most efficient transmis-
sion in HetNets.

• Path Selection Algorithm: UCB-based PSA, which aims
to minimize the cumulative response delay and jitter, helps
PCM quickly find the optimal transmission path.

• Performance improvement: Comparedwith original QUIC,
average response time of PCM is reduced by 59.43% at most.

• PCM prototype: We open sourced PCM[2], which will help
numerous service providers to improve user experience with-
out changing their current complicated business codes.

https://doi.org/10.1145/1122445.1122456
https://doi.org/10.1145/1122445.1122456
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Figure 1: System model and QUIC with PCM.

2 SYSTEM DESIGN
2.1 System Model
As is shown in Fig. 1, assuming that there are three ways from UE
to Server. The first is to directly access Internet through Wi-Fi of
ISP A. The second and third are accessed through cellular networks
of ISP B and ISP C. Before requesting service, UE is not aware of
the connectivity and network quality between ISP’s network and
Internet Server, and cannot predict performance results[5].

2.2 Stationary/Non-stationary Response Time
We measured response time of of China Telecom’s and China Mo-
bile’s LTE network in four common environments. They are indoor,
walking, subway and high-speed rail environment, which can cover
most mobile communication scenarios. Fig. 2 plots measurement
results. We found some interesting phenomena:

(1) Response time of two networks in indoor environments is sta-
ble, but the delay is relatively high. Average delay of indoor
environment is about 2.3 times that of outdoor environment.

(2) Average response delay of subway environment is better
than that of outdoor environment.

(3) Failure rate and retransmission rate of high-speed rail envi-
ronment are very high, which shows that ISPs are not very
good at optimizing signal of this environment. The propor-
tion of response time exceeding 100ms is much higher than
that of other outdoor environment.

(4) When accessing same Internet service, the response time of
different ISPs is often different. And in last three scenarios,
response time usually stabilizes only in a short time.

We call the stable response time obtained in indoor environ-
ment as stationary response time. The response time of long-term
drastic changes caused by movement, occlusion, etc. in an outdoor
environment is called non-stationary response time.

PCM comprehensively consider stationary and non-stationary
response time under a unified framework and algorithm. We take
latest response time into consideration in path selection algorithm,
and actively eliminate old measurements. So that PCM can better
adapt to network change, and switch smoothly under stationary
and non-stationary distribution scenarios.

2.3 Protocol Design
In QUIC, A connection can multiplex multiple streams. Each stream
is independent. The loss of a single stream will not affect other
streams. All streams in one request object are processed by the

same session. All PCM data packets start with QUIC Common
format, which includes a connection ID.

Each connection ID is bound to a QUIC connection, even if the
client and/or server IP and port are changed, it will not change.
Therefore, our idea is to keep the connection ID unchanged, modify
the source address used for each user request, and send data from
different NICs. Since all data packets use the same connection
ID, server will think that client has migrated the connection and
continue to provide services to new address. In our solution, there
is no need to make any changes on server side. The current QUIC
server can support PCM mechanism. We only need to change the
packet sending logic of QUIC client and complete the measurement
of the quality of different network.

The life cycle of a QUIC connection includes three stages: con-
nection establishment, data transfer and connection termination.

2.3.1 Connection Establishment. QUIC Client first obtains all avail-
able IP addresses through net.InterfaceAddrs(). Client randomly
selects a IP and initiates a connection. connection establishment
puts version negotiation and encryption into the connection hand-
shake. During connection handshake, the handshakemust negotiate
a variety of transmission parameters. PCM selects path according
to the strategy described in Sec. 3. In addition, PCM allows the
use of keys exchanged in the previous connection establishment
without having to re-do HTTPS handshake.

2.3.2 Data Transfer. PCM selects the source IP address through
some strategies, and records the stream complete time. Other pro-
cessing logic is consistent with native QUIC.

Stream State Management maintains stream information, includ-
ing stream establishment time, end time, and total transmitted bytes.
It is expressed as < StreamID, EstTime, EndTime,TotalBytes >.

Because client initializes stream, StreamID is a variable unsigned
integer odd number. EstTime records the time of stream creation,
which is initialized by Create Stream. EndTime means the end time
of the stream, which is the moment when a frame with FIN=1 is
received. TotalBytes represents the total number of bytes transmit-
ted on one stream, and its function is to normalize and compare
streams of different lengths. TotalBytes is calculated based on the
frame with FIN=1 of each stream. Its calculation equation is:

TotalBytes(StreamID) = O f f set + DataLenдth. (1)

we can use the response time per byte to evaluate efficiency. If
all streams with fixed bytes, we can directly use response time.

ResponseTime =
(EndTime − EstTime)

TotalBytes
. (2)

For streams with different numbers of bytes, by Eq.2, we can
evaluate the completion time of different streams. In addition to the
completion time, PCM module also needs to record the mapping
relationship between stream and UDP, which can be expressed as
< StreamID,UDPSourceIP >.

2.3.3 Connection Termination. The stream and connection closure
of PCM is similar to QUIC, including three situations: Normal Ter-
mination, Abrupt Termination and Connection Termination.
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Figure 2: Response time measurement results in different scenarios.

3 PATH SELECTION MODEL
PCM needs to find the best communication path for users as soon
as possible through less exploration. This model is a path selec-
tion with discrete states, which is a typical Multi-Armed Bandit
(MAB) problem[4]. The traditional MAB pursues the maximization
of accumulated profit, which is a model that doesn’t care about the
process, only the result. However, in Internet services, users are
not only seeking extreme low response time, but also long-term
fluency. So, PCM care about the minimum response time and jitter
corresponding to different paths.

We define the complete process of a request and response as
a round. The path selection under each round is an action, the
response time under each round is reward. For more detailed nota-
tions, please refer to Tab. 1.

3.1 Probability Distribution of Response Time
The response time is the time interval between the user sending
a request and loading Largest Contentful Paint (LCP). We assume
that the response time obeys the heavy-tailed distribution, whose
kurtosis > 3. This is due to the presence of noise caused by queuing,
which can lead to extremely bad situations.

In order to balance stationary and non-stationary response time,
we propose a sliding window S , which means PCM does not use all
response times, but uses the latest S response time values[8].

Assuming that Xk is a Lognormal random variable, ln(Xk ) ∼
N (µk ,σ

2
k ) is a normal distributed random variable. Given a xk > 0,

the probability density function of Xk is:

f (xk ) =
1

√
2πxkσk

e
−

(lnxk −µ )2

2σ 2
k . (3)

Table 1: Notations in the model.

Notations Description

K Number of access paths supported by UE

T Rounds

t The t-th round

At The actions selected by PCM when requested at t

Rt The acquired response under action At

rk The average response on k-th path

fk The fluctuation(variance) on k-th path

Nk The cumulative number of times the k-th path
has been selected

Xk response time of the k-th path

Xk Average response time of the k-th path

ρ The regret after T rounds

µ∗ The optimal response

Ik The indicator of the k-th path

S The size of Sliding window

The maximum likelihood estimations of distribution parameters
are:

µ̂k =

∑Nk
i=1 ln(Xk ,i )

Nk
(4)

σ̂ 2
k =

[ln(Xk ,i ) −
∑Nk
i=1 ln(Xk ,i )

Nk
]2

Nk − 1
(5)
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The expectation and variance of a Lognormal distributed random
variable Xk are:

E(Xk ) = e µ̂k+
σ̂ 2
k
2

= e

∑Nk
i=1 ln(Xk ,i )

Nk
+

[ln(Xk ,i )−
∑Nk
i=1 ln(Xk ,i )

Nk
]2

Nk −1
2

(6)

var (Xk ) = e2µ̂k+σ̂
2
k (e σ̂

2
k − 1)

= e
2
∑Nk
i=1 ln(Xk ,i )

Nk
+

[ln(Xk ,i )−
∑Nk
i=1 ln(Xk ,i )

Nk
]2

Nk −1

· (e

[ln(Xk ,i )−
∑Nk
i=1 ln(Xk ,i )

Nk
]2

Nk −1 − 1)

(7)

3.2 Response Function
The response on path k consists of two parts: the average value and
variance of historical response delay, The former represents the
delay performance and the latter represents the jitter performance.
a and b are the weight parameters of these two parts, and a +b = 1.
Different businesses can choose different a and b. For example,
web search requires absolute delay, a = 0.8,b = 0.2 can be used.
Therefore, the expression of rk is

rk = aE [Xk ] + b · var (Xk ). (8)
We give two path selection strategies, namely optimistic path

selection (OPS) and pessimistic path selection (PPS).
In OPS, PCM always chooses the path with the smallest lower

bound confidence. The path indicator IOPS
k is

IOPS
k = rk −C

√
2 lnT
Nk

= aE [Xk ] + b · var (Xk ) −C

√
2 lnT
Nk
.

(9)

In PPS, PCM chooses the path with the smallest upper confidence
bound. The path indicator IPPSk is

IPPSk = rk +C

√
2 lnT
Nk

= aE [Xk ] + b · var (Xk ) +C

√
2 lnT
Nk
.

(10)

And T in Eq.9 and 10 should be replaced with S , when T > S .
C
√

2 lnT
Nk

is path bonus, which means: If the path is selected
a few times and the confidence interval is wide, it will tend to
be selected. C determines the scope of exploration. In the UCB
algorithm, the selection of the C value is often an empirical value.
The most suitable C value should not interfere too much with the
expectation and variance of each path. So, we propose an adaptive
C value selection strategy as shown in Eq.11.

C =

∑K
k=1 (aE [Xk ] + b · var (Xk ))

K
(11)

Algorithm 1 Path Selection Algorithm (PSA)

Require: a ∈ [0, 1], b = 1 − a, K, T, S
for t = 1, 2, ... , K do
Time1 = Time .Now()

At = t
ResponTime = Time .Now() −Time1
for k = 1, 2, ... , K do

Update Nk
Update E [Xk ] and var (Xk ) according to Eq.6 and Eq.7

end for
end for
Calculate C according to Eq.11
for t = K + 1,K + 2,K + 3, ...,T do
Imin = +∞

for k = 1, 2, ...,K do
Calculate Ik according to Eq.9 or Eq.10
if Ik ≤ Imin then
PathNumber = k

end if
end for
Time1 = Time .Now()

At = PathNumber
ResponTime = Time .Now() −Time1
for k = 1, 2, ... , K do

Update Xk and Nk
Update E [Xk ] and var (Xk ) according to Eq.6 and Eq.7

end for
end for

3.3 Accumulated Regret
We perform a weighted summation of the accumulated regret of
delay and jitter to evaluate the effectiveness of the algorithm. The
regret ρ after T rounds is

ρ =
T∑
t=1

r̃t −T µ∗

= a[
T∑
t=1

Rt −T ·min(Rt )]︸                        ︷︷                        ︸
The accumulated regret of delay

+b {var (Rt ) −min[var (Xk )]}︸                               ︷︷                               ︸
The accumulated regret of jitter

(12)

3.4 Path Selection Algorithm
Algorithm 1 describes the pseudo code of path selection algorithm
(PSA). The PSA consists of two stages. In first stage, PSA uses each
available path in turn to generate the first round of Ik . In second
stage, PSA selects the path with the smallest Ik for transmission.

4 EXPERIMENT RESULTS
4.1 Performance of PCM
We deployed the experimental topology shown in Fig. 3. Client
accesses Internet through four ways. We turn on personal hotspots
on mobile phones equipped with SIM cards of different ISPs. Clients
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Figure 3: Experimental environment and topology.

respectively access personal hotspots of different mobile phones
through wireless routers, thus realizing access to different ISP net-
works. As evidenced by Tab. 2, we measured network performance
through PING as benchmark for PCM. We evaluated the impact of
four path selection strategies. They are polling, ε-Greedy, optimistic
PSA and pessimistic PSA.

Polling strategy represents average performance of these four
paths. ε-Greedy strategy always tend to choose the path with the
best historical performance, and randomly explore other paths with
a certain probability ε . This strategy is a very stable solution. In this
experiment, ε = 0.05. Optimistic PSA and pessimistic PSA choose
path according to Eq.9 or Eq.10 respectively. S = 100 and a = 0.8.
We evaluated the above strategies from response time per round,
cumulative regret, and optimal path selection probability.

4.1.1 Response Time Per Round. Fig. 4 demonstrates the response
time per round. The response time of the polling strategy is close to
periodic. ε-Greedy strategy has alleviated the drastic fluctuation of
polling strategy. The two PSA strategies further reduce the fluctua-
tion of network delay by selecting the optimal path for transmission.
Particularly, the pessimistic PSA has been significantly lower than
the other three strategies. The reason is that the performance of
path-1 and path-2 are close, and the probability of optimistic PSA
strategy switching between the two paths is greater than that of
pessimistic PSA strategy.

Compared with polling, the mean and variance of 1000-round
response time of the optimistic PSA strategy are reduced by 41.01%
and -9.59%. Compared with the ε-Greedy strategy, it is reduced
by 11.99% and 8.71%. Pessimistic PSA outperforms the other three.
Compared with the polling, its mean and variance are reduced by
59.43% and 27.52% respectively. Compared with the ε-Greedy, the
two results are 39.47% and 39.62%.

4.1.2 Accumulated Regret. As shown in Fig. 5, the accumulated
regret of polling strategy is obviously inferior to the other three
strategies. The two PSA strategies are significantly better than the

Table 2: Statistics of path performance.

Path

Value Statistic
Ave RTT Std Dev TTL Loss

Path-1 (CERNET) 7.120ms 0.446ms 51 0%

Path-2 (China Telecom) 6.707ms 0.636ms 53 0%

Path-3 (China Unicom) 41.004ms 6.458ms 50 0%

Path-4 (China Mobile) 37.568ms 16.756ms 50 0%
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Figure 4: The response time per round of the four strategies.
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Figure 5: Cumulative regret of four strategies.

other two strategies, which shows that the PSA strategy is closer
to the optimal exploration strategy.

4.1.3 Probability of Selecting Best Path. Fig. 6 illustrates the prob-
ability of different strategies to select the optimal path. In most
rounds, the latter three strategies choose path-2 as the transmission
path, which shows that path-2 is the optimal path under the current
experimental condition. The polling strategy is undoubtedly only
a 25% hit probability. The ε-Greedy strategy has a hit probability
of 91.3% in the end, because the greedy coefficient ε will cause
this strategy to avoid the optimal path with a certain probability
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Figure 6: Probability of selecting best path.

ε . The hit probability of the two PSA strategies approached 100%
as quickly as possible, which shows that PSA has an efficient and
accurate path exploration effect.

4.2 The Influence of Parameters on PCM
4.2.1 Weight Parameter a and b. Fig. 7 compares the influence of
different combinations of a andb under pessimistic PSAmodel, they
are a = 0.8, a = 0.5 and a = 0.2. After 15 rounds, the former two
finally selected path-2 as the best path, and the third selected path-
1. This result shows that PCM can meet requirements of different
applications. We can choose the emphasis on path response time
expectation and variance by setting a and b.

4.2.2 Sliding Window. We opened three virtual NICs on VMware
Linux server to simulate three different access paths. Network delay,
packet loss and bandwidth are set through VMware Fusion.

Fig. 8 shows the network delay changes. Fig. 9 presents the cumu-
lative regret changes of three schemes. Unexpectedly, when S=100,
the accumulated regret is the smallest. The reason for scheme-3 is
that PCM is slow to respond to response time change. The reason
for scheme-1 is that PCM not only considers the path reward, but
also considers path bonus. Therefore, scheme-1 has to frequently
switch to a path with poor performance. So the smaller S is, the
more PCM pays attention to the latest response time. The larger S
is, the longer the influence of historical response time is.

5 CONCLUSION
This paper proposes Proactive Connection Migration (PCM) mech-
anism for QUIC, which uses the completion time at the transport
layer to realize the network selection of HetNets.
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