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A B S T R A C T

With the development of software-defined network and programmable data-plane technology, in-band network
telemetry has emerged. In-band network telemetry technology collects hop-by-hop network status information
through business packets to achieve end-to-end visualization of network services. In-band network telemetry
uses the data plane to directly drive the network measurement process, subverting the research idea of
traditional network measurement that treats network switching device as an intermediate black box. In-band
network telemetry technology has the advantages of flexible programming, strong real-time, less noise and
path-level network status perception, etc. It has become an emerging representative of network telemetry
technology and has received extensive attention from academia and industry.

In this survey, we conduct a comprehensive investigation on the situation of in-band network telemetry
technology. Firstly, we review the different development stages of network measurement and give a chronol-
ogy. And we sort out the development history and research results of in-band network telemetry. Secondly,
we introduce in detail several existing representative solutions of in-band network telemetry, including INT,
IOAM, AM-PM and ANT, in terms of systems, implementation idea, technical features, standardization, and
research results. Thirdly, we analyze several key technologies of the in-band network telemetry system, which
runs through data generation, export, storage, and analysis. We summarize the advantages and disadvantages
of the existing solutions. Moreover, we investigate the latest applications of in-band network telemetry from
two aspects: performance measurement and function measurement. Furthermore, we highlight the technical
opportunities brought by in-band network telemetry technology to network measurement and management,
as well as several technical challenges and future research directions.
1. Introduction

Network measurement is the foundation of network management
and control [1]. Since the Natural Science Foundation (NSF) of the
United States began to fund Internet measurement in 1995, academia
and industry have proposed and improved many measurement meth-
ods. As shown in Fig. 1, according to the development of measurement
methods, we can divide network measurement into three research
ideas: (1) traditional network measurement developed since 1995; (2)
software-defined measurement that was produced and developed with
software-defined networks (SDN) since 2008; (3) network telemetry
with the rise of programmable data plane (PDP) technology since 2015.
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1.1. Traditional network measurement

According to RFC 7799[2], traditional network measurement is
divided into active, passive and hybrid network measurement.

The research idea of active network measurement is to deduce the
overall performance status of the network by constructing, observing
and analyzing the operation status of the probe packet on the net-
work. Representative schemes are Ping [3] and Traceroute [4]. The
forwarding path of the out-of-band probe constructed by the active
measurement scheme may not be exactly the same as the service
traffic flow, so the measurement results cannot accurately reflect the
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Fig. 1. Development stages and classifications of network measurement.
actual network performance. The passive measurement schemes de-
rive and analyze the network traffic operation status through traffic
mirroring and proxy reporting, represented by NetFlow [5], sFlow [6]
and IPFIX [7]. The passive measurement schemes are limited by the
switch performance, usually use sampling and compression mecha-
nisms, which will sacrifice measurement accuracy [8]. Hybrid measure-
ment can obtain more satisfactory measurement results by combining
active and passive measurement methods or redesigning the measure-
ment mechanism in combination with the advantages of active and
passive measurement methods.

Because of its simplicity of deployment, traditional network mea-
surement methods are widely used in the field of network management.
Traditional network measurement schemes inevitably have "observer
effect" and "inaccurate measurement effect", which means that the net-
work measurement process itself affects the network state inevitably,
and the network measurement mechanism itself is flawed, resulting in
inaccurate measurement results [9].

1.2. Software-defined measurement

With the emergence of SDN [10] and PDP [11], more open con-
trol plane and data plane programming capabilities have reshaped
the traditional network measurement. SDN reconstructs the network
control plane and data plane without changing the foundation of
the IP network. On one hand, it greatly improves the flexibility of
the network measurement architecture. On the other hand, the flow
collection and sampling methods [12] used in traditional network
measurement techniques have been preserved. PDP technology en-
ables network administrators to change the switch’s message processing
logic, implement new functions and new protocols. PDP offloads many
network measurement applications from terminals or measurement
servers to the programmable data plane, thereby realizing more direct
and effective network measurement. A number of software-defined
measurement schemes have been proposed in academia and industry,
which have supported network performance measurements and func-
tion measurements such as available bandwidth [13], packet loss [14],
throughput [15], latency [16], path tracing [17], data plane rule con-
sistency verification [18], long flow detection [19], fault location [20],
etc. Compared to traditional network measurement, software-defined
measurement has great advantages in openness, transparency, and
programmability.

1.3. Network telemetry and in-band network telemetry

Network telemetry [21] has emerged as a mainstream technical
term to refer to the newer network data collection and consumption
techniques. Telemetry is an automated process for remotely collect-
ing and processing network information. Network telemetry has been
2

widely considered as an ideal mean to gain sufficient network visibil-
ity with better scalability, accuracy, coverage, and performance than
traditional network measurement technologies.

In-band network telemetry is an emerging representative of network
telemetry, which has received extensive attention in both academia and
industry in recent years. Different from the traditional network mea-
surement and software-defined measurement, in-band network teleme-
try combines data packet forwarding with network measurement. In-
band network telemetry collects the network status by inserting meta-
data into packet by switching nodes.

In-band network telemetry data and user data usually share the
same link or even the same packet. In fact, the measurement idea
of in-band network telemetry already proposed in early 2000. Yaar
et al. [22] proposed a datagram marking mechanism Pi for DDoS attack
detection in 2002. In Pi, each router on the path adds a router ID (2
bits) to the packet header to detect packet forwarding path changes. In
the same year, Katabi et al. [23] designed the XCP congestion control
protocol. Each XCP packet header carried a congestion value field
H_feedback that is initialized by the sender and can be changed by the
router along the way. The router calculated and fills in the feedback
congestion value hop by hop. The receiver extracted the congestion
header and sends it back to the sender in the ACK message. The sender
adjusted the congestion window based on the congestion feedback
value. Luckie et al. [24] proposed the IP Measurement Protocol (IPMP)
in 2004, which captured path information by adding a hop-by-hop
path record through the IPMP-enabled routers in the network. For
example, in order to calculated end-to-end delay, IPMP used the path
records represented by three fields TTL, Timestamp and IPv4 address in
IPMP echo packet. At the same time, Mahajan et al. [25] designed and
proposed Tulip, which was used to diagnose packet reordering, packet
loss, and queuing delay. In Tulip, the packet header was developed with
five fields: Path signature, Sample TTL, Timestamp, Counter, and Inter-
face id for storing necessary path information. Because the traditional
network data plane had the characteristic of protocol correlation in for-
warding processing, the measurement protocol above did not actually
deployed. Inspired by the above research, Pezaros et al. [26] pro-
posed an on-path measurement scheme, namely In-line, based on IPv6
extension header. In In-line, business packets carried richer measure-
ment commands and measurement data. In 2010, Pezaros et al. [27]
proposed In-band Performance Measurement (IPM), and implemented
end-to-end delay, packet loss, and traffic burst measurements at the rate
of 10 Gb/s based on FPGA hardware, verifying that the use of filtering,
aggregation and sampling can reduce the impact of IPM on network
forwarding performance.

The most typical research results of in-band network telemetry are
In-band Network Telemetry (INT) [28], In situ Operation Administra-
tion and Maintenance (IOAM) [29], Alternate Marking-Performance
Measurement (AM-PM) [30] and Active Network Telemetry (ANT)

[31].
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To sum up, in-band network telemetry uses business packets to carry
telemetry instructions or telemetry data, and the source node embeds
telemetry tags or instructions in the business packets to indicate the
network information that needs to be measured. The data plane fills
the telemetry information into the business packet while matching and
forwarding. Last hop reports all telemetry data to the telemetry server.
In-band network telemetry changes the network measurement process
from control plane/management plane driven to data-plane driven.
Using in-band network telemetry, network administrators can directly
capture transient problems from the data plane caused by performance
bottlenecks, network failures or misconfigurations.

1.4. Related research institutions

Because network telemetry has very broad theoretical research
value and engineering application prospects in network management,
many international organizations, research institutions and universities
are engaged in network telemetry. At present, active research institu-
tions include Internet Engineering Task Force (IETF), Open Network
Foundation (ONF) and Barefoot Networks.

The IETF has established working groups such as IPPM [32], IP-
FIX [33], OPSA [34], RMONMIB [35], PSAMP [36] and IOAM [37] to
study related issues of network measurement. Among them, IETF IPPM
WG [32] and OPSA WG [34] are working on the standardization of
IOAM [29], PBT [38], iFIT [39] and AM-PM [30].

The ONF focuses on software-defined network measurement and
in-band network telemetry. The current projects related to network
telemetry includes NG-SDN, P4[40], Information Model and INT [41].

Barefoot Networks is a high-performance programmable network
solution provider. It is committed to the development of high-speed
programmable Ethernet switch chips. It has launched Deep Insight [42],
a packet-by-packet network monitoring application based on the Tofino
forwarding chip and P4 language [43].

In addition, scientific research institutions such as Harvard [21],
Stanford [44], POSTECH [45], Tsinghua [46], CAS [47], USTC [48],
BUPT [17], Cisco [49], Broadcom [50], Marvell [51], Arista [52], Mel-
lanox [53], Juniper [54], VMware [55], Alibaba [56], and Huawei [57]
have carried out research work on network telemetry technology.

1.5. Organization of this survey

Although there are a number of research reviews on network mea-
surement [1,58–60], a survey on in-band network telemetry technology
is not yet available. This survey has combed the background, research
status, applications and technical opportunities of in-band telemetry
technology, paving the way for further research on related issues.
The organization of this survey is as follows: Section 2 outlines some
representative schemes of in-band network telemetry in the data plane.
Section 3 collates and analyzes some key technologies of in-band
network telemetry systems. Section 4 summarizes typical applications
based on in-band network telemetry. Section 5 discusses the prob-
lems and challenges in the development of in-band network telemetry
technology, and analyzes future research directions. For a better under-
standing of the structure and organization of this survey, we refer the
reader to Fig. 2. Table 1 provides a list of commonly used acronyms in
this survey.

2. Representative schemes for in-band network telemetry

Currently, data plane in-band network telemetry research includes
INT [28] led by P4.org and IOAM led by the IETF IPPM working group.
INT focuses on how to use programmable data planes to implement
path-level network measurement, and proposes basic implementation
ideas [61]. IOAM [62] is promoted by the IETF, which conducts re-
search and standardization on the architecture and protocol of in-band
3

network telemetry. Many RFC documents are being formed and have
Table 1
A list of commonly used acronyms in this survey.

Abb. Definition

AM-PM Alternate Marking-Performance Measurement
ANT Active Network Telemetry
BMv2 Behavioral Model
gRPC Google Remote Procedure Call
INT In-band Network Telemetry
INTO In-band Network Telemetry Orchestration
IOAM/In situ OAM In situ Operation Administration and Maintenance
IPFIX IP Flow Information Export
KDN Knowledge-defined Network
MTU Maximum Transmission Unit
NETCONF Network Configuration Protocol
OVS Open vSwitch
P4 Programmable Data Plane
PBT Postcards-Based Telemetry
PDP Programmable Data Plane
PISA Protocol Independent Switch Architecture
POF Protocol Oblivious Forwarding
RCP Rate Control Protocol
SDM Software-defined Measurement
SDN Software-defined Network
SFC Service Function Chain
SR Segment Routing
VNF Virtual Network Function
VPP Vector Packet Processing

received extensive attention from equipment manufacturers. Compared
with INT and IOAM, AM-PM and ANT are more flexible and easy to
deploy.

It should be pointed out that the generalized in-band network
telemetry is a general term that includes the four representative
schemes described in this Section. The narrow in-band network teleme-
try specifically represents the P4 language-based INT described in
Section 2.1. In order to distinguish the two, this survey uses the full
name (In-band network telemetry) to represent the former, and the
abbreviation (INT) to represent the latter.

2.1. INT

INT [28] was jointly proposed by Barefoot, Arista, Dell, Intel and
VMware in 2015. It is a framework that does not require the inter-
vention of network control plane, and collects and reports network
status by network data plane. In the INT architecture, the switching
device forwards and processes packets which carry telemetry telemetry
instructions. When telemetry packets pass through the device, the
telemetry instructions instructs the INT device to collect and insert
network information.

In 2014, inspired by the active network [63], Jeyakumar et al. [64]
designed the programming interface, namely TPP, for the exchange of
information between switches and data packets. The terminal can send
a customized TPP packet to achieve congestion control, load balancing,
network diagnostics and network performance monitoring. In terms of
protocol design, TPP adds Control, Instructions and Memory fields. The
Control field describes the length of the TPP instruction to be inserted,
so that the switch can process it. Instructions field indicates what switch
should do after receiving the TPP packet.

Instructions include four operations, they are Insert (LOAD), Read
(STORE), Conditional Store and Execute (CSTORE), and Conditional
Perform (CEXEC). Among them, the Insert instruction instructs the
switch to fill the state value into the packet, the Read instruction
instructs the switch to read the state value from the packet.

The Memory field is responsible for storing switch status infor-
mation. This is an earlier paper to implement network measurement
directly through the programmable data plane.

In 2015, Kim et al. [28] proposed an INT technology based on
programmable data plane, and provided a demonstration of HTTP

instantaneous delay measurement. Combining path marking and queue



Computer Networks 186 (2021) 107763L. Tan et al.
Fig. 2. Structure of this survey.
Table 2
INT term and description.

Terms Description

INT Header The header information in the telemetry packet that indicates the content of the telemetry
INT Packet Data packets carrying telemetry information
INT Metadata Telemetry data package to collect telemetry data
INT Instruction Instructions to declare the INT metadata items to be collected by telemetry data packets
INT Source Node The startpoint entity to insert INT Headers
INT Sink Node The endpoint entity to extract INT information
INT Transit Hop The intermediate entity to insert INT Metadata
Telemetry Server A telemetry server that receives and processes telemetry data
delay information in INT messages, the authors observed an occasional
steep increase in HTTP request latency due to bottleneck switch queue
occupancy contention.

Based on previous research, the P4.org defined the INT data plane
specification [61], giving the terms of the INT system, the teleme-
try metadata specification and INT encapsulation and implementation
examples based on VXLAN, Geneve, NSH, TCP, UDP and GRE protocol.

As shown in Table 2, the INT forwarding plane consists of three
trusted entities: INT Source Node, INT Sink Node and INT Transit Hop.
INT Source Node is responsible for embedding telemetry instruction
into the normal business packets or telemetry business packets. INT
Sink Node extracts and reports the telemetry results. INT Source Node
and INT Sink Node can be network applications, terminal network pro-
tocol stacks, network management programs, NICs, and sender/receiver
of ToR switches. INT Transit Hop only needs to fill in telemetry
metadata according to the instruction of INT packet.

As shown in Fig. 3, the INT system consists of a telemetry server and
some switches that support INT. According to the needs of the actual
telemetry tasks, the system may also need other devices such as a time
synchronization server to complete auxiliary work.

The P4-based INT [65] is the earliest INT implementation scheme.
On this basis, the academics have successively proposed INT scheme
for application scenarios such as wireless networks, packet-optical net-
works, and new data plane based on protocol-independent forwarding.

Due to hierarchical architecture and lack of switch programmabil-
ity, INT cannot be directly deployed in packet-optical network. Anand
et al. [66] designed an intent-driven INT framework POINT. The POINT
node first converts the intent of the telemetry command and parses
it into a specific telemetry requirement related to the current device.
Then, POINT inserts telemetry metadata into the business packet to
realize the end-to-end status collection. POINT uses Intent Type and
CiroupiD to represent telemetry intent, in which 13-bit Intent Type
can represent 8000 different telemetry intent combinations, and 8-bit
CiroupiD can encode 256 switching devices.

Gulenko et al. [67] presented a prototypical implementation of INT
in Open vSwitch and evaluated the prototype regarding the expressive-
ness of the collected data and performance overhead. The experiments
show that when the int_transit is not triggered, there is no measurable
CPU overhead, which means that the performance of the virtual switch
is not affected when the INT function is not used. When enabling the
4

int_transit action, the CPU overhead of the kernel module was measured
around 0.3% for 1 MByte/s and 1% for 100 MByte/s for the commodity
hardware CPU. The overhead scaled sub-linearly for the intermediate
throughputs.

Karaagac et al. [68] extended INT from wired network to wireless
network, and proposed ‘‘INT in 6TiSCH’’ for industrial wireless sensor
networks. INT in 6TiSCH is designed to minimize resource consumption
and communication overhead. It is suitable for scenarios such as abnor-
mal monitoring, congestion control, centralized routing and scheduling
management.

As shown in Fig. 4, INT in 6TiSCH inserts telemetry data in the
Information Elements (IEs) field of the IEEE 802.15.4 MAC frame. The
telemetry message consists of three parts: IEs Subtype ID, INT Header
and INT Content.

INT Header is composed of INT Control header (8 bits), Sequence
Number (8 bits) and Bitmap (8 bits). INT Control header is used to
define the telemetry mode and telemetry function. Sequence Number
is used to distinguish different INT telemetry data from the same node.
Each bit in Bitmap represents a predefined telemetry data.

INT Control header defines three telemetry modes through HBH
Mode (2 bits). When Mode = 00, all intermediate nodes participate
in telemetry. When Mode = 10, intermediate nodes will randomly
add telemetry data. When Mode = 01, intermediate nodes calculate
the probability value based on the time when the telemetry data was
added last time, the length of the forwarded frame and the number of
remaining hops, and optionally add the telemetry data based on the
probability value. The setting of HBH Mode can reduce the telemetry
bandwidth overhead.

Bitmap Mode defines two bitmap modes: Content Bitmap and Node
Bitmap. In Content Bitmap mode, intermediate node will add telemetry
data according to the telemetry combination specified by the Bitmap
field. In Node Bitmap mode, intermediate nodes are allowed to add
custom bitmaps and INT data. The base telemetry data model defined
by INT in 6TiSCH includes: Node ID (2 Bytes), Receive Channel &
Timestamp (2 Bytes), Utilization indicator (1 Byte), RSSI (1 Byte) and
other types of retained information.

Tang et al. [69] implemented a real-time programmable and se-
lectable INT solution Sel-INT on the software switch Open vSwitch [70]
based on the Protocol Oblivious Forwarding (POF). Compared with
software switches such as PISCES [71] and BMv2[72] that do not
support dynamic compilation of Pipeline process, Sel-INT allowed real-
time compilation, and supports dynamic adjustment of telemetry in-
structions, telemetry sampling rate and other telemetry behaviors.
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Fig. 3. INT process.
Fig. 4. Frame structure of INT in 6TiSCH.
Niu et al. [73] designed a P4-based flexible multilayer INT (ML-INT)
system to visualize an IP-over-optical network in real time. ML-INT
selected a small portion of packets in an IP flow to encode INT header,
while each INT header only contains a part of the statistics of all the
electrical/optical network elements on the flow’s routing path.

In summary, INT has some inherent disadvantages. First, the pay-
load ratio of the normal packet is reduced due to the encapsulation of
telemetry instruction and metadata. Secondly, the construction, encap-
sulation, filling and extraction of telemetry instruction and metadata
increase the processing burden of switch. In addition, INT only exports
telemetry data at INT Sink, which may lead to loss of telemetry data
due to packet loss in network. Lastly, INT cannot measure and diagnose
packet loss.

2.2. IOAM

OAM [74] stands for operation, management, and maintenance,
and refers to the set of tools used for performance measurement, fault
detection, and troubleshooting. In situ operation administration and
maintenance (IOAM) is a technology to record operational information
in the packet while the packet traverses a path between two points in
the network [62]. IOAM is to complement current out-of-band OAM
mechanisms based on ICMP or other types of probe packets. IOAM en-
tity includes encapsulating node, decapsulating node and transit node.
IOAM can implement complex OAM functions such as path tracing,
path verification and SLA verification.

IOAM has the following capabilities:

1. A flexible data format to allow different types of information to
be captured as part of an IOAM operation, including not only
5

path tracing information, but additional operation and telemetry
information such as timestamps, sequence numbers, or even
generic data such as queue size, geo-location of the node that
forwarded the packet, etc.

2. A data format to express node as well as link identifiers to record
the path that a packet takes with a fixed amount of added data.

3. The ability to actively process information in the packet, for
example to prove in a cryptographically secure way that a packet
really took a pre-defined path using some traffic steering method
such as service chaining or traffic engineering.

4. The ability to include OAM data beyond simple path informa-
tion, such as timestamps or even generic data of a particular use
case.

As shown in Table 3, a detailed description of IOAM concepts [62],
data-formats [75–78], encapsulations [79–83], exporting [84,85] and
securely proof [86]can be found in IETF internet drafts.

The IOAM is implemented as a plugin in Cisco Vector Packet Pro-
cessing (VPP) program [49], Linux Kernel [87] and OpenDaylight [88].

However, IOAM has similar deficiencies as INT:

1. IOAM’s hop-by-hop telemetry mechanism generates a large
amount of telemetry data. IOAM lacks filtering, deduplication,
aggregation and compression operations on telemetry data.

2. IOAM encapsulation nodes and decapsulation nodes need to
insert and extract telemetry data packets. IOAM transit nodes
need to constantly check the position of the data packet flag,
insert telemetry data into the OAM field and recalculate the
checksum. The processing performance of switching devices in
the IOAM domain has become a potential network performance
bottleneck.
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Table 3
IETF internet drafts related to IOAM.

IETF Internet Draft Descriptions

Data Fields for In situ OAM [62] Discusses the data fields and associated data types for in situ OAM.
In situ OAM IPv6 Options [75] Outlines how IOAM data fields are encapsulated in IPv6.
In situ OAM Flags [76] Presents new flags in the IOAM Trace Option headers, such as

Loopback and Active flags.
In Situ OAM Profiles [77] Introduces the concept of use case-driven IOAM profiles.
A YANG Data Model for In-Situ OAM [78] Defines a YANG module for the IOAM function.
Network Service Header (NSH) Encapsulation for In situ OAM
(IOAM) Data [79]

Outlines how IOAM data fields are encapsulated in the Network
Service Header (NSH).

MPLS Data Plane Encapsulation for In situ OAM Data [80] Defines how IOAM data fields are transported using the MPLS data
plane encapsulation.

VXLAN-GPE Encapsulation for In situ OAM Data [81] Outlines how IOAM data fields are encapsulated in VXLAN-GPE.
Geneve encapsulation for In situ OAM Data [82] Outlines how IOAM data fields are encapsulated in Geneve.
EtherType Protocol Identification of In situ OAM Data [83] Defines an EtherType that identifies IOAM data fields as being the

next protocol in a packet, and a header that encapsulates the IOAM
data fields.

In situ OAM raw data export with IPFIX [84] Discusses how IOAM information can be exported in raw format
from network devices to systems using IPFIX.

In situ OAM Direct Exporting [85] Introduces the Direct Export (DEX) option for IOAM data to be
directly exported without being pushed into in-flight data packets.

Proof of Transit [86] Defines mechanisms to securely prove that traffic transited said
defined path.
3. IOAM also faces the limitation of packet maximum transmission
unit (MTU) caused by long telemetry path. The actual number
of telemetry hops may have a upper limit.

4. IOAM is sensitive to packet loss and cannot solve the problem of
missing telemetry data due to packet loss.

In order to reduce IOAM data plane processing overhead and busi-
ess packet length limitation, Song et al. [89] proposed Postcards-Based
elemetry (PBT) based on IOAM, which realized telemetry by marking
usiness packets or inserting telemetry instruction into business packets
ithout carrying telemetry data. The mark scheme was called PBT-M,
nd the instruction insertion scheme was called PBT-I.

As shown in Fig. 5, in PBT-M, a business packet enters OAM domain,
nd Head Node marks the packet, generates a telemetry data packet and
xports it to the telemetry server. When the marked business packet
asses through Path Node, the telemetry information will be uploaded
mmediately. Finally, End Node removes the mark and restores it to a
ormal business packet.

The mark bit of PBT-M is only 1 bit usually, which cannot represent
elemetry instruction. The data plane device must rely on controller
r telemetry server to configure the telemetry instruction template.
n response to this problem, the PBT-I scheme continues to use the
elemetry instruction field of IOAM. The Head Node inserts a teleme-
ry instruction into the business packet to instruct Path Nodes what
elemetry information to collect. However, both PBT-M and PBT-I do
ot use business packets to carry telemetry data. PBT-I is a compromise
cheme between IOAM and PBT-M, combining the advantages of both.
he advantages of PBT over IOAM include:

1. PBT exports telemetry information hop by hop, so that telemetry
is not restricted by packet MTU.

2. PBT reduces the processing complexity of data plane for teleme-
try data packets.

At the same time, the mechanism of PBT hop-by-hop export of
elemetry information may lead to problems such as telemetry band-
idth overhead and performance degradation of telemetry server. To
ddress these shortcomings, Lu et al. [39] proposed the telemetry
ramework iFIT, which integrated the advantages of IOAM and PBT,
dded mechanisms such as adaptive telemetry packet sampling, non-
ime-sensitive telemetry data export, and event-triggered anomaly de-
ection. It improved the availability and scalability of the PBT telemetry
ystem.

Ballamajalu et al. [90] proposed an in situ network telemetry mech-
nism, named Co-iOAM, for monitoring and troubleshooting 6LoW-
AN/LPWAN network. The advantages of Co-iOAM included flexibility,
6

lightweight operation, cross-layer telemetry and optimized representa-
tion.

2.3. AM-PM

The alternate marking-performance measurement (AM-PM) [30] is
a hybrid telemetry for end-to-end network packet loss and delay mea-
surement, which has the advantages of flexible deployment and high
statistical accuracy. In AM-PM, each packet header contains a binary
marking field, Marking Bit, whose value is ‘‘0’’ or ‘‘1’’. The marking
bit decomposes the flow into consecutive blocks of packets, which are
used to synchronize and coordinate measuring events between the two
measurement checkpoints. AM-PM are being considered in the context
of various encapsulations, including Geneve, SFC NSH, BIER, MPLS,
and QUIC. Notably, AM-PM can also be applied over existing network
protocols such as IP. AM-PM is under discussion in six working groups
in the IETF, and is being pursued in several Internet drafts, written by
over 20 different authors, indicating the wide interest in AM-PM from
various vendors and operators.

As shown in Fig. 6(a) and (b), AM-PM proposes two detection
synchronization methods for marking [91]: Pulse Detection and Step
Detection. The detection point uses the marking bit field of adjacent
data packets to achieve single-point pulse marking or alternate step
marking to complete the binding and notification of telemetry events.

AM-PM includes two alternate marking methods: double marking
and multiplexed marking. Double marking is the most primitive AM-
PM marking scheme, which uses the color bit and delay bit of each
telemetry packet between measurement points to achieve packet loss
and delay measurement. As shown in Fig. 6(c), the color bit adopts
the step detection method, and the delay bit adopts the pulse detec-
tion method. The color bit is switched periodically to define different
time intervals. The measurement points maintain their own color bit
counters. By comparing the color bit counter values among different
measurement points, the telemetry server calculates the packet loss
rate between the two measurement points. Delay bit is used to mark
a specific data packet used for delay measurement. The measurement
point records and reports the current local timestamp after receiving
the data packet by the delay bit. The telemetry server calculates the
delay information by comparing the timestamps of the same telemetry
packet at different measurement points. In addition, since color bit
adopts the step detection, packet disorder will not affect the telemetry
performance. As shown in Fig. 6(d), the multiplexed marking method
only uses 1-bit to measure the packet loss and delay by performing

an exclusive OR operation on the color bit and the delay bit. AM-PM
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Fig. 5. PBT forwarding process.
Fig. 6. AM-PM detection and marking.

needs to maintain two counters for delay and packet loss measurement.
An AM-PM telemetry system requires 2 mn packet counters with m
measurement points and 𝑛 monitored flows.

Riesenberg et al. [92] built an AM-PM prototype system based on
Marvell Prestera chip and P4 programming language. The verification
results showed that the double-mark measurement delay error was less
than 100 ns, and the statistical error of the packet loss rate was less
than 10−6.

Karaagac et al. [93] proposed a monitoring solution using the AM-
PM for end-to-end and hop-by-hop reliability and delay performance
measurement of Industrial Wireless Sensor Networks (IWSNs).

Fang et al. [56] built an automated diagnosis system VTrace, which
solved the problem of continuous packet loss in cloud networks. The
core idea is ‘‘task-matching-coloring-collection-analysis’’. Combined
with big data analysis technology, VTrace automatically analyzed end-
to-end traffic fluctuations in the cloud network and determine the exact
cause and solution.

AM-PM uses the information convention of neighboring packets to
reduce the amount of telemetry data that the data packet itself needs
to carry, and trades higher processing complexity for lower storage
overhead. Its advantage is to avoid data packet length overload and
reduce the calculation amount of data plane; the disadvantage is that
the telemetry efficiency is low, and the telemetry time accuracy is the
7

smallest step, which is often greater than the interval between adjacent
data packets.

2.4. ANT

Active network telemetry (ANT) is a telemetry mechanism devel-
oped on the basis of active measurement. The basic idea is to actively
construct a telemetry probe to traverse the required telemetry path.

EverFlow [94], a Microsoft data center telemetry system, proac-
tively constructs telemetry packets that are identical to the packets with
network failure. After the virtual network device detects the telemetry
data packet, it uploads status information to the SDN controller. The
control plane locates faults by analyzing status information. EverFlow
is a real-time telemetry scheme that can only detect the network failure
status that telemetry packets are experiencing, and it is difficult to find
occasional network failures.

Liu et al. [46] proposed the concept of network telemetry as a
service, and designed an active network telemetry platform NetVision.
NetVision proactively sends probe packets in an appropriate number
and format to match the network status and telemetry tasks, thereby
reducing telemetry overhead and increasing telemetry coverage and
scalability. NetVision uses segmental routing for route control, cus-
tomizing detection path by changing SR tags. The NetVision probe has
a ‘‘SR+INT’’ dual-stack structure. The SR stack includes the length of
the SR list and the output port label, and the INT stack includes the
length of the label list and the telemetry label list. The router completes
a telemetry forwarding by popping the SR label and placing the INT
label.

Pan et al. [31] combined in-band network telemetry and active
telemetry, and proposed the in-band network telemetry framework INT-
path. Similar to NetVision, INT-path couples the INT probe with the
source routing label stack to accommodate the user-specified monitor-
ing path. The controller pre-selects the telemetry source node and end
node and calculates the INT path through a centralized routing algo-
rithm. The telemetry source node rewrites the empty probe periodically
sent by the external host and presses the INT path into the empty probe
header in the form of an SR tag, and add INT information. At the end
node, the destination address of the INT probe is set to the IP address
of the controller and is sent to the controller. Since P4 does not support
parsing dual-length variable stacks, INT-path statically allocates fixed-
length SR label stacks, and uses right shift operation ‘‘≫’’ to perform
stack pop.

Lin et al. [95] provided a new framework of network telemetry for
data center networks, called NetView. NetView can support various
telemetry applications and telemetry frequencies on demand, monitor-
ing each device via proactively sending dedicated probes while only
one vantage server is required. Technically, NetView divides the probe
into a forwarding stack and a telemetry stack, which are respectively
responsible for flexible forwarding and network status monitoring,
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Table 4
INT term and description.

Schemes Business packet carry
telemetry instruction

Business packet carry
telemetry data

MTU Limitation Telemetry data
export location

Network
overhead

Telemetry
metadata

INT Yes Yes Limited Decapsulate node Large Many
IOAM Yes Yes Limited Decapsulate node Large Many
PBT-M Yes Yes Unlimited Every hop Large Many
PBT-I Yes No Unlimited Every hop Little Many
iFIT Yes No Unlimited Every hop Little Many
AM-PM Yes No Unlimited Every hop Little Few
ANT Yes Yes Limited Decapsulate node Large Many
Table 5
Classification and summary of representative works of in-band network telemetry.

Schemes Representative
works

Technical characteristics

INT Kim [28] An INT demo based on programmable data plane of HTTP instantaneous
delay measurement.

POINT [66] An Intent-driven INT framework.
Gulenko [67] A prototypical implementation of INT in Open vSwitch.
INT in 6TiSCH [68] Extends INT from wired network to wireless network.
Sel-INT [69] A real-time programmable and selectable INT solution based on the

Protocol Oblivious Forwarding (POF).
ML-INT [73] A P4-based flexible multilayer INT system for IP-over-optical network.

IOAM PBT [89] Realizes telemetry by marking business packets or inserting telemetry
instruction into business packets without carrying telemetry data. The
mark scheme was called PBT-M, and the instruction insertion scheme was
called PBT-I.

iFIT [39] Integrates the advantages of IOAM and PBT.
Co-iOAM [90] An in situ network telemetry mechanism for monitoring and

troubleshooting resource constrained 6LoWPAN/LPWAN network.

AM-PM AM-PM [30] The early AM-PM solution.
Mizrahi [91] Introduces the AM-PM workflow and various mechanisms.
Riesenberg [92] An AM-PM prototype system based on Marvell Prestera chip and P4

programming language. The double-mark measurement delay error was
less than 100 ns, and the statistical error of the packet loss rate was less
than 10−6.

Karaagac [93] An AM-PM-based monitoring solution that can measure end-to-end and
hop-by-hop reliability and delay performance of Industrial Wireless Sensor
Networks.

VTrace [56] An automated diagnosis system, which solved the problem of continuous
packet loss in cloud networks.

ANT EverFlow [94] A Microsoft data center real-time telemetry system, proactively constructs
telemetry packets that are identical to the packets with network failure.

NetVision [46] Network telemetry as a service.
INT-path [31] Couples the INT probe with the source routing stack to accommodate the

user-specified monitoring path.
NetView [95] Supports various telemetry applications and telemetry frequencies on

demand, monitoring each device via proactively sending dedicated probes.
achieving full coverage and visibility. Besides, a series of probe gener-
ation algorithms and update algorithms largely reduce probe number,
providing high scalability.

As shown in Table 4, due to the use of business packets to carry
telemetry data, the number of bytes occupied by INT, IOAM, and ANT
is limited by MTU. PBT, iFIT and AM-PM only use business packets
to carry telemetry instruction and export telemetry information hop by
hop, leading to high network overhead. AM-PM only supports telemetry
delay and packet loss rate, other telemetry solutions support richer
telemetry information. As shown in Table 5, we have sorted out the
aforementioned representative works for the convenience of readers.

3. Key technologies of in-band network telemetry

The in-band network telemetry system can be divided into telemetry
service layer, telemetry platform layer and telemetry sensing layer
from top to bottom. The telemetry service layer is deployed with
various types of telemetry applications. The telemetry platform layer
deploys telemetry tasks and strategies, analyzes, stores and processes
the telemetry data reported by the data plane, and provides a real-
time or non-real-time telemetry service query interface layer for the
8

telemetry service. The key component technologies of telemetry plat-
form layer include telemetry data analysis , telemetry primitive design,
telemetry data fusion, telemetry task orchestration, etc. The telemetry
sensing layer is responsible for the collection of telemetry data, and
the implementation of telemetry data export through gRPC [96], IP-
FIX [7] or NETCONF [97]. Key technologies of telemetry sensing layer
include telemetry data generation, event-triggered push, data export
strategy and network clock synchronization, etc. Table 6 summarizes
these key technologies and representative work in detail. This section
details some key technologies of telemetry platform layer and telemetry
awareness layer.

3.1. Programmable data plane

In-band network telemetry relies on data plane programmability.
Because the traditional network data plane has the characteristics of
protocol correlation, in-band measurement has not been widely de-
ployed in practice. In 2008, the OpenFlow switch abstracted the various
lookup tables in the traditional network data plane into a common
flow table structure, and abstracted the data forwarding process into
a general match–action process, which to a certain extent improved
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Table 6
Classification and summary of key technologies of in-band network telemetry.

Key
Technologies

Representative
works

Technical characteristics

Compression and
Storage

Pingmesh [3] Uses Hadoop-like self-developed big data system COSMOS for additional storage of
telemetry data.

PIQ [98] Simplifies the complexity of in-band network telemetry traceability query and
analysis by dividing the analysis plane into two parts: long-term query and
interactive query.

Ballamajalu [90] proposes context aware compression and simple distributed probabilistic update
techniques to reduce the overheads of Co-iOAM.

INT-label [99] Periodically labels device states onto sampled packets.
PRoML-INT [48] Each telemetry packet only counts a small amount of electrical/optical network

information on the path to reduce server telemetry pressure.
FS-INT [100] A sampling mechanism.
PINT [101] A probabilistic variation of INT, that provides similar visibility as INT while

bounding the per-packet overhead according to limits set by the user.

Query and
Retrieval

PathDump [102] A query system for data center network failure debugging, including five get APIs
and four action APIs.

Marple [103] A declarative query language for P4 switches, including four basic functions of map,
filter, group by and zip.

EQuery [104] An event-driven declarative query language.
NetVision [46] Encapsulates telemetry primitives as telemetry service APIs to provide telemetry

functions.
Newton [105] An intent-driven traffic monitor.

Push Strategy INTCollec-
tor [106]

Designs two channels for INT information processing: fast channel and slow channel.

Hyun [107] Presents the design of the overall INT management architecture.
Selective-
INT [108]

Adjusts the insertion rate of telemetry metadata according to the severity of network
status information changes.

Kučera [109] A push-based network monitoring method.
Vestin [110] A programmable INT event detection mechanism.
Hyper-
Tester [111]

Realizes various network measurement tasks on switches with limited
programmability and resources.

HyperSight [112] A network traffic monitor with both high coverage and low overhead.

Orchestration INTO [113] Proposes the problem of in-band network telemetry orchestration (INTO) for the first
time.

INTOPP [114] Solves the in-band network telemetry orchestration plan problem (INTOPP) using a
machine learning-assisted optimization model.

IntOpt [115] Designs a telemetry framework for monitoring the performance of Service Function
Chain.

Cociglio [116] Uses clustering algorithm considering the location of the measurement points to
extract the smallest subnetworks where performance can be measured.

INT-path [31] An in-band network telemetry optimal path planning framework.
NetVision [46] Uses the Hierholzer algorithm to calculate the telemetry path at time complexity

O(E).
the data plane’s support for custom matching forwarding processing
processes ability. However, the OpenFlow forwarding model does not
implement protocol irrelevance, does not support programmable logic
analysis, and cannot achieve the ideal universal programmable for-
warding effect. Academia and industry continue to work hard in the
field of general programmable data plane to promote the development
of data plane [117]. One of the most typical general programmable data
plane solutions is the McKeown team’s programmable protocol inde-
pendent switch architecture (PISA) [118]. PISA adds a programmable
parser on the basis of OpenFlow, designed the Match–Action process
at the entrance and exit respectively. The data packets arriving at
the PISA system are first parsed by the programmable parser, then
enter the queue system through the Match–Action operation on the
ingress side, and finally are reorganized by the Match–Action operation
on the egress side and sent to the output port. In order to further
improve the programmability of the general programmable data plane,
Mckeown et al. [43] proposed the programmable protocol-independent
processing language P4. Currently, the new PISA-based programmable
forwarding chips all support telemetry. As shown in Table 7, the
industry has proposed some PDP products based on general CPUs,
dedicated GPUs and network processors, etc., which can all deploy
in-band network telemetry functions.

However, we have not seen a comprehensive and reliable evaluation
of network telemetry for data plane forwarding performance. While
improving the forwarding performance, it is also a meaningful work
9

to accurately assess the impact of in-band network telemetry on the
forwarding performance.

3.2. Compression and storage of telemetry data

The in-band network telemetry system needs to design a storage
mechanism to reduce the load on network and server, and reduce
the amount of calculation required to obtain data from the telemetry
platform layer.

Pingmesh [3], a network latency measurement and analysis system
for Microsoft data centers, constructs more than 200 billion probes and
generates 24 TB data every day. The transmission and storage cost of
these data is extremely high. Pingmesh uses Hadoop-like Microsoft self-
developed big data system COSMOS for additional storage of telemetry
data. COSMOS theoretically has unlimited storage space.

Telemetry data are mostly time series data. Michel et al. [98] com-
pared performance differences of relational database PostgreSQL [122]
and time series database TimescaleDB [123] in data insertion, reading
and storage, and analyzed the feasibility of the new relation-based time
series database in the in-band network telemetry system. The persistent
telemetry data storage and query framework PIQ is given. PIQ simpli-
fies the complexity of in-band network telemetry traceability query and
analysis by dividing the analysis plane into two parts: long-term query

and interactive query.
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Table 7
Network switching chip technology.

Schemes Representative products Performance Cost Power consumption Programming ability

CPU Intel IXP465 RouteBricks [119] 45Gbps Low High High
GPU PacketShader [120] 150Gbps Low High Low
NP Huawei ENP 480Gbps-1Tbps High Mid High
FPGA NetFPGA NetMagic Arista 7124 FX 100Gbps Low Mid High
ASIC Broadcom Tomahawk [50], Barefoot Tofino [121] 12.8Tbps High Low High
For some telemetry tasks that do not require high real-time per-
ormance and accuracy, the telemetry sensing layer can use sampling
echanism to reduce the overhead of telemetry system.

Ballamajalu et al. [90] proposed context aware compression and
imple distributed probabilistic update techniques to further reduce
he byte overheads of Co-iOAM data while maintaining the quality of
etwork monitoring.

Pan et al. [99] proposed INT-label, a lightweight network-wide
elemetry architecture without introducing probe packets. INT-label
eriodically labels device states onto sampled packets, which is cost-
ffective with minuscule bandwidth overhead and seamlessly adapts to
opology changes.

Tang et al. [48] designed a programmable in-band network teleme-
ry system PRoML-INT based on P4 for IP-over-optical networks.
RoML-INT inserts the telemetry header by selecting only a part of the
ackets belongs to same IP flow. Each telemetry packet only counts a
mall amount of electrical/optical network information on the path to
educe server telemetry pressure.

Suh et al. [100] proposed a sampling mechanism FS-INT. FS-INT
onsists of two mechanisms: based on both packet arrival rate (FS-INT-
) and event-based (FS-INT-E). the FS-INT-R is the most efficient way

o sample packets. FS-INT-R inserts telemetry data after equal interval
f 𝑟 packets. FS-INT-E determines whether to insert the INT metadata
alue according to whether the current measurement value exceeds the
hreshold, whether the difference between the previous hop teleme-
ry measurement value 𝛥 exceeds the predefined deviation threshold
r other threshold events. Under the experimental results of hop-by-
op delay with mean and standard deviation of 10 ms and 50 ms
espectively, compared to original INT mechanism, the measurement
verhead of FS-INT-R decreases linearly with the increase of 𝑟, but the

accuracy of the results is poor; FS-INT-E reduces the overhead by 50%
when 𝛥 = 5 ms, and the result is accurate.

Basat et al. [101] designed probabilistic in-band network telemetry
PINT), a probabilistic variation of INT, that provides similar visibility
s INT while bounding the per-packet overhead according to limits set
y the user. PINT allows the overhead budget to be as low as one bit,
nd leverages approximation techniques to meet it.

While in-band network telemetry brings abundant data to network
easurement, it also brings huge transmission and storage overhead.
herefore, the compression and aggregation of telemetry data will
lways be the key technology of in-band network telemetry.

.3. Query and retrieval of telemetry data

The in-band network telemetry system needs to design a high-level
uery language with rich functions to shield the complexity of the
nderlying telemetry process and achieve user-friendliness. It allows
etwork administrators to filter and aggregate telemetry data in an
bstract manner of state declaration, which is convenient for network
dministrators to quickly query network performance.

Tammana et al. [102] designed a server and controller-oriented
uery system PathDump for data center network failure debugging,
ncluding five get APIs and four action APIs. PathDump’s Operations
PI for alarm, execute, install and uninstall, and they support two
rocessing processes: direct query and hierarchical query.

Narayana et al. [103] designed a declarative query language Marple
or P4 switches, including four basic functions of map, filter, groupby
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and zip. Marple requires programmable switches to have key–value
storage and divide the key–value storage into high-speed On-chip cache
in SRAM and slow-speed off-chip storage in DRAM. The Marple com-
piler supports compilation and distribution from Marple query lan-
guage to switch programming language. Marple maintains a pktstream
for every flow, containing switch, qid, hdrs, uid, tin, tout and qsize.
Switch and qid identify the switch and queue, hdrs records the header
information of packet, uid uniquely determines a packet, tin and tout
indicate the timestamps when packets enter and exit queue, and qsize
represents the queue depth the packet enter.

Similar to Marple, EQuery proposed by Ran et al. [104] is an
event-driven declarative query language for programmable network
measurements. The user does not need to know the hardware details of
data plane, but rather uses EQuery, a high-level SQL-like language, to
indicate measurement task. The EQuery compiler converts user queries
into telemetry rules that are deployed to network devices to complete
telemetry infomation acquisitions. Currently, EQuery already supports
traffic statistics, long-flow detection, link throughput, packet loss rate,
packet loss location, DDoS attack detection and other telemetry tasks.

Liu et al. [46] designed a set of telemetry primitives NetVision
including telemetry metadata and query primitives, and encapsulated
them as telemetry service APIs to provide telemetry functions such
as end-to-end delay, real-time packet transmission rate and link/node
black hole discovery.

On the basis of the above research, Zhou et al. [105] proposed an
intent-driven traffic monitor Newton. Firstly, Newton enabled operators
to dynamically create, delete and update data plane queries without
interrupting normal packet forwarding. Then, Newton optimized the
telemetry system to achieve accurate network traffic monitoring. Fi-
nally, Newton executed a highly elastic query of the status of entire
network. Newton has flexibility, scalability and resource efficiency,
proving its great potential for deployment in large-scale programmable
networks.

It is difficult to design a telemetry query language that can satisfy
all network scenarios. How to balance the simplicity and scalability of
the telemetry language deserves continued attention.

3.4. Push strategy of telemetry data

There are two strategies for pushing telemetry data. The first is
cadence-based telemetry, which periodically uploads information to
establish historical benchmark. The second type is event-based teleme-
try, which exports telemetry data when specific events such as link
interruption or counter overflow occur, reducing the network and
telemetry server load.

Tu et al. [45] designed a mechanism for extracting and filtering
important network information from the raw data of INT, namely
INTCollector [106]. INTCollector addressed the problem of high com-
putational and data storage overhead. INTCollector filtered important
network events such as the arrival of new flows or drastic changes
of hop-by-hop delay, and stores important network events in a time
series database, reducing CPU usage and storage cost. INTCollector
designed two channels for INT information processing: fast channel and
slow channel. The fast channel is responsible for receiving INT report
packets, and the slow channel is responsible for processing and storing
important INT report. The experimental results show that the INTCol-

lector dual-channel mechanism reduces the amount of INT storage by
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2–3 orders of magnitude, and significantly reduces the computing load
of the telemetry server.

On the basis of INTCollector, Hyun et al. [107] presented the design
of the overall INT management architecture and its two main compo-
nents: the INT management system and INTCollector. The INT man-
agement system controls heterogeneous INT-enabled devices through a
common interface. INTCollector uses eXpress Data Path and an event
detection mechanism.

Kim et al. [108] designed Selective-INT, which adjusted the inser-
tion rate of telemetry metadata according to the severity of network
status information changes. Selective-INT reduces network overhead by
37% compared to the original INT.

Kučera et al. [109] proposed a push-based network monitoring
method that allowed various types of telemetry information waiting
to be reported to be directly aggregated on data plane. Notifications
from switch to controller are triggered by network events, such as
severe traffic fluctuations, buffer accumulation, etc., to avoid transmit
or process unnecessary telemetry data.

Vestin et al. [110] developed a programmable INT event detection
mechanism in P4 that allows customization of which events to report to
the monitoring system. At the stream processor, fast INT report collec-
tor used the kernel bypass technique AF_XDP, which parses telemetry
reports and streams them to a distributed Kafka cluster, which can
apply machine learning, visualization and further monitoring tasks.
While the INT report collector can process around 3 Mpps telemetry
reports per core, using event pre-filtering increases the capacity by
10-15x.

HyperTester [111] included template-based packet generation,
false-positive-free counter-based queries, and stateless connections.
These functions can realize various network measurement tasks on
switches with limited programmability and limited resources.

Zhou et al. [112] presented HyperSight, a network traffic monitor
with both high coverage and low overhead. The key idea of HyperSight
is to monitor networks at the behavior level via tracking packet be-
havior changes. HyperSight proposed three designs for behavior-level
monitoring. First, HyperSight presented a declarative query language
to facilitate expressing various network monitoring tasks. Second, Hy-
perSight proposed Bloom Filter Queue (BFQ) to empower in-network
capability for monitoring packet behavior changes. Third, HyperSight
proposed virtual BFQ to support dynamic query compilation. Evalua-
tion results showed that HyperSight supports a wide range of network
event queries and can monitor over 99% packet behavior changes while
keeping remarkably low overheads.

3.5. Orchestration of telemetry tasks

The telemetry platform layer integrates and orchestrates the teleme-
try tasks from different telemetry applications of telemetry service
layer, and delivers them to the telemetry sensing layer in order to
achieve the efficient deployment of telemetry tasks.

Orchestration of in-band network telemetry task studies how to
achieve greater coverage and higher efficiency of network teleme-
try through lower cost. Evaluation indicators include telemetry accu-
racy, telemetry granularity, telemetry freshness, telemetry intrusion
and telemetry scope.

In-band network telemetry orchestration selects appropriate net-
work flows to carry telemetry instruction and data based on telemetry
items, consistency and information freshness, which reduces in-band
network telemetry intrusion, and provides higher-efficiency network
monitoring services. Telemetry system needs to consider the constraints
of potential impact factors such as network traffic and node processing
capabilities. Constraints include:

1. Data link layer MTU limitation.
2. The cumulative limitation of telemetry data packet length.
3. Restrictions on service capabilities of switches/routers.
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4. The remaining bandwidth limit of the network link.
5. The freshness limitation of telemetry information.
6. The spatiotemporal correlation between telemetry tasks and net-

work traffic.

Marques et al. [113] modeled the problem of in-band network
telemetry orchestration (INTO) for the first time, and proposed INTO
problems where the optimization objectives were to minimize the
number of telemetry activity flows and the saturation probability of
any telemetry link. Both derivative forms are NP-Complete problems.
At the same time, Marques et al. also proposed two corresponding
heuristic solution algorithms, which can compute the optimal solution
for telemetry flow distribution in 1 s in real WAN verification topology.

Hohemberger et al. [114] solved the in-band network telemetry
orchestration plan problem (INTOPP) using a machine learning-assisted
optimization model. The INTOPP problem is described as finding a
match that maximizes temporal and spatial correlation for multiple
telemetry tasks and multiple network flows. The temporal correlation
refers to the correlation between the freshness of the telemetry task
information and the flow survival time, and the spatial correlation
refers to the correlation between telemetry task nodes and path nodes.
INTOPP formalized the telemetry task into a mixed integer linear
programming problem (MILP) and proved to be an NP-Hard problem.
Hohemberger et al. also deduced the existence of an approximate
optimal solution for MILP, and designed an orchestration model based
on machine learning. Compared with INTO, INTOPP’s network anomaly
detection rate increased by 8 times.

Bhamare et al. [115] designed a telemetry framework IntOpt for
monitoring the performance of Service Function Chain (SFC), and
proposed a heuristic random greedy metaheuristic (SARG) based on
simulated annealing algorithm. Similar to INT-path, SARG chose to
minimize telemetry overhead as the optimization goal, i.e., to minimize
the number of telemetry paths needed to cover all telemetry tasks. First,
SARG initializes a telemetry data flow and assigns any random chain
to it. Then, a new random link is added. If the new link has similar or
less telemetry requirements than the link already assigned to the given
telemetry data flow, the flow accepts the new link. Finally, SARG adds
repeatedly new link until the telemetry data flow exceeds the threshold.
In addition, SARG also uses a simulated annealing algorithm to avoid
the random greedy allocation falling into a local optimum. Numerical
calculations show that , SARG can reduce monitoring overhead by 39%
and total telemetry delay by 57%.

AM-PM can be applied only to unicast flows because it assumes that
all the packets of the flow measured on one node are measured again
by a single second node. Cociglio et al. [116] presented a novel model
based on AM-PM to passively monitor backbone networks. This model
used clustering algorithm considering the location of the measurement
points to extract the smallest subnetworks where performance can be
measured.

Active network telemetry path planning studies how to use source
routing to achieve maximum network coverage under minimum cost.
Pan et al. [31] proposed an in-band network telemetry optimal path
planning framework INT-path. INT-path decouples path planning into
Routing mechanism and path generation strategy. The routing mecha-
nism specifies the routing path of the telemetry packet by embedding
the source route into the INT telemetry packet. The INT-path path
planning goal is to minimize the telemetry overhead, that is, the
telemetry path is as few as possible and balanced. The path generation
strategy is responsible for generating the minimum coverage of the en-
tire network. There are two generation algorithms for non-overlapping
INT paths, they are depth search priority and Euler tracking. Among
them, the depth search priority algorithm has low time complexity
and faster speed, but the number of paths solved is more. The Euler
trace algorithm can generate INT paths with the minimum number of
non-overlapping INT paths.

Based on Euler’s theorem in graph theory, Liu et al. [46] used the
Hierholzer algorithm to calculate the telemetry path at time complexity
O(E).
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Table 8
Summary of network performance telemetry applications.

Schemes Research objectives Telemetry type Technical characteristics

Kim [28] One-way delay INT Combines INT path positioning information and switch queuing delay information to
achieve instantaneous delay measurement of HTTP applications.

Mizrahi [91] One-way delay AM-PM Uses a small number of bits to mark business packets, and telemetry server calculates
the network hop-by-hop delay.

Riesenberg [92] One-way delay AM-PM Based on Marvell Prestera chip and P4 programming language, the delay error is less
than 100 ns using double mark measurement, and the packet loss rate error is almost
zero.

IntMon [124] One-way delay INT The first implementation of INT encapsulated in UDP based on ‘‘ONOS controller +
BMv2 switch’’.

Pingmesh [3] Two-way delay ANT Detects data center network delay changes through active Ping operations.
EverFlow [125] Two-way delay ANT A packet-level network telemetry system for data center networks, which sends probes

to test and confirm potential network failures.

Fioccola [30] Packet loss AM-PM Uses a small number of bits to mark business packets, and the telemetry server
calculates the network packet loss rate based on the number of missing bits.

INT-path [31] Queue depth ANT Designs INT active probes based on source routing encapsulation, and draws traffic
graphs by specifying monitoring paths.

SIMON [44] Queue depth INT An accurate and scalable measurement system for data centers, accelerating
measurement through multi-layered neural networks.

CAPEST [126] Available bandwidth INT The P4 program is designed to make up for the lack of network capacity and available
bandwidth measurement in the existing INT solution. The measurement intrusion is low,
the accuracy is high, and the freshness is high.

DNM [114] QoS INT The performance of the distributed network function virtualization service quality
monitoring system based on integer linear programming is 3 times higher than that of
EverFlow.

IntOpt [115] QoS ANT The controller creates a minimum number of telemetry flows based on simulated
annealing algorithm to monitor the Qos of the service function chain.

NFT [127] QoS INT The earliest network function virtualization performance telemetry architecture.
Transverse [128] QoS INT The control plane and data plane collaborate to detect and verify end-to-end SLA across

SDN domains.
Isolani [129] QoS INT An SDN-based framework for slice orchestration using INT monitoring techniques, which

is capable of fine-grained statistics gathering via INT-enabled nodes and periodic
statistics analysis against current application QoS requirements.
4. In-band network telemetry applications

In-band network telemetry technology is originally applied to net-
work performance measurement, and has now been extended to fault
location, congestion control, routing decision-making, traffic engineer-
ing, and network data plane verification. In general, network telemetry
applications can be divided into performance telemetry applications
(see Table 8) and functional telemetry applications (see Table 9).

4.1. Network performance telemetry

In order to meet the needs of network operation and security, the
control plane and management plane need to obtain real-time network
performance status. Common network performance telemetry includes:
delay, packet loss, available bandwidth and QoS measurement, etc.

For delay measurement, Kim et al. [28] implemented the HTTP
request one-way delay measurement based on INT of the programmable
data plane. EverFlow [125] and Pingmesh [3] actively construct net-
work probes to count network end-to-end delay and jitter changes,
and detect network faults with drastic delay changes for data centers.
Fioccola et al. [30] and Riesenberg et al. [92] use AM-PM to calculate
the network hop-by-hop delay, which often leads to low data plane
overhead and high measurement accuracy .

For available bandwidth measurement, Kagami et al. [126] pro-
posed CAPEST, an INT-based data plane offloading scheme for network
capacity and available bandwidth estimation. This scheme compensates
for the lack of link bandwidth and effective bandwidth metadata in
existing INT schemes. Compared to the traditional scheme, CAPEST
constructs telemetry packets containing Port ID, Capacity and Available
Bandwidth when link capacity and available bandwidth need to be
estimated. First, the P4 switch does an autocorrelation operation on
the estimated histogram of the statistical information and the inverse
of the estimated histogram to calculate the corrected capacity estimate.
Then, CAPEST obtains the estimate of available bandwidth from the
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estimate of capacity and utilization. Finally, the value of link band-
width and available bandwidth are inserted into the telemetry data in
the business packet. CAPEST significantly reduces telemetry intrusions,
and improves accuracy and freshness.

SIMON is an accurate and scalable measurement system for data
center that reconstructs key network state variables like packet queuing
times at switches, link utilizations, and queue and link compositions
at the flow-level. Geng et al. [44] demonstrated that the function
approximation capability of multi-layered neural networks can speed
up SIMON by a factor of 5000–10000, enabling it to run in near
real-time.

4.2. Microburst detection

Microbursts means that the port receives a lot of burst data in a
very short time (millisecond level). Due to the technical limitation of
second-by-second traffic monitoring cycles, it is difficult for SNMP or
NetFlow-based tools to catch microbursts.

The TPP proposed by Jeyakumar et al. [64] detected the degree of
network microburstiness by recording the length of the switch queue
at the moment of packet forwarding. TPP allocated storage space in
the Ethernet header for hop-by-hop switch IDs (16 bits), port numbers
(16 bits), and queue lengths (16 bits). Assuming that the maximum
number of hops in the data center network is 5 hops, only an additional
54 bytes of load is required to forward the packet, where the TPP
telemetry header is 12 bytes, the telemetry command is 12 bytes, and
the hop-by-hop statistics are 30 bytes.

Joshi et al. [144] used P4 language to detect microbursts on Bare-
foot Tofino switch by reporting only microburst packet telemetry infor-
mation, resulting in a 10 times reduction in telemetry overhead.
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Table 9
Summary of network function telemetry applications.

Schemes Research objectives Telemetry type Technical characteristics

TPP [64] Microburst detection INT Records switch, port number and queue length hop by hop.
PRoML-INT [48] Network troubleshooting INT After obtaining the fine-grained telemetry data of the optical packet network within 1

ms, the deep neural network offline training can be used to achieve abnormal data
detection and cause classification.

Hohemberger [130] Network troubleshooting INT Uses machine learning to organize telemetry deployment plans, the detection rate of
anomalies reaches 97%

NetSight [131] Network troubleshooting IOAM The packet history filter diagnoses network faults through the postcard reported hop by
hop.

KeySight [132] Network troubleshooting IOAM The fault detection platform based on Bloom filter uploads postcard when packet is
abnormal, which can take into account the detection coverage and scalability.

Jia [133] Network troubleshooting INT A rapid gray failure detection and localization mechanism based on INT.

NetVision [46] Routing loop detection ANT Proactively sends probe data packets of the appropriate number and format that match
the network status and telemetry tasks, and finds routing black holes by comparing the
sending rate and the receiving rate.

Sel-INT [69] Path verification INT Collects device ID at a sampling rate of 10% to detect inconsistent forwarding paths
caused by misconfiguration.

PathDump [102] Path verification IOAM The switch inserts the path ID, and the user terminal captures and counts the data
packet forwarding path.

CherryPick [134] Path verification IOAM The switch inserts the forwarding path ID into packet according to the matching rule,
and the controller verifies the actual forwarding path according to the path ID.

Wang [135] Match rule verification INT According to the change degree of the INT telemetry information value, the report rate
of the matching situation of the network flow table is adaptively adjusted, saving
network bandwidth overhead by more than 39 times.

HPCC [136] Congestion control INT For high-performance data center networks, the terminal calculates the appropriate
sending rate based on the fine-grained switch load information, and the rate update is
driven by ACK packets.

RCP*[137] Congestion control IOAM The terminal counts the switch ID, queue length, link utilization, and link fair sharing
rate, calculates the average queue length of each link, and uses the RCP congestion
control algorithm to calculate and asynchronously update the link fair sharing rate.

CLOVE [138] Routing decision INT Uses the reserved field of the encapsulation protocol header to carry INT to detect
real-time path utilization, maintain the path weight of the source node, and perform
weighted multi-path selection.

SPIDER [139] Routing decision IOAM Designs a stateful forwarding plane, uses heartbeat packets to detect path quality, and
uses protocol header fields to mark and specify forwarding paths.

TPP [64] Traffic Engineering INT The terminal periodically telemetry link utilization and queue length, and realizes fair
bandwidth through RCP.

HULA [140] Traffic Engineering ANT Updates bandwidth utilization by periodically sending probes to obtain congestion
information.

Speedlight [141] Traffic Engineering IOAM Takes 10 ms—accurate state snapshots of the entire network traffic.

Hyun [142] Network intelligence INT Knowledge-defined network prototype solution implemented on the ‘‘ONOS+BMv2’’
platform.

NetworkAI [143] Network intelligence INT Dynamically generates close to optimal control strategies using deep reinforcement
learning combined with INT.
4.3. Network troubleshooting

Handigol et al. [131] designed the network fault diagnosis tool Net-
Sight by capturing the forwarding history of data packets on network.
NetSight created an event record, namely Postcard, when the data
packet passed through the switch. Postcard contains the copy of packet
header information, switch ID, output port, switch forwarding status
and other information. By collecting the Postcards of the telemetry
packet, the NetSight server restored the historical state. Based on the
historical status, NetSight deployed four applications: ndb, netwatch,
netshark and nprof. Network administrators use regular expression-like
packet history filters to perform purposeful network troubleshooting.
NetSight also reduced the bandwidth overhead through both data
compression and label simplification. Theoretical analysis shows that
the optimized NetSight generates a bandwidth load of only 3%–7%
compared to the native solution, which has a bandwidth load of 31%.

Xia et al. [132] designed an event-triggered fault detection platform
KeySight based on Bloom filter. Compared to the NetSight, KeySight
uploads Postcard when it detects anomalous packet behavior, which
reduces the frequency of telemetry reporting and enables a balance
between detection coverage and scalability.

Tang et al. [145] proposed a policy-aware INT method PAINT
for the SDN fault location. In PAINT, network operators use Service
Provisioning Language (SPL) to define and deploy in-band network
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telemetry services. PAINT automatically parsed service policies and
inferred causal relationships between service-related network compo-
nents and end-to-end network symptoms. Based on causality model,
PAINT deploys symptom monitoring tools, and used the ‘‘symptom-
fault-telemetry’’ model to improve the efficiency and accuracy of SDN
fault location.

In modern data center networks, many network failures may hap-
pen silently with packets discarded without producing any explicit
notification before causing tremendous damage to the network. To
troubleshoot these "gray failures", Jia et al. [133] presented a rapid
gray failure detection and localization mechanism based on INT. Once a
network failure occurs, servers can proactively perform source routing-
based fast traffic reroute to avoid massive packet loss and retain
uninterrupted quality of experience.

Barefoot Deep Insight [42] is the world’s first commercial-level
packet-by-packet status monitoring system, which can capture, analyze
and locate the cause and location of packet delay in real time. Com-
bined with machine learning technologies, Barefoot Deep Insight can
realize automatic abnormality monitoring of network performance at
nanosecond time, including microburst detection, abnormal packet loss
detection, abnormal queue detection, etc.

In brief summary, with big data, fault root cause analysis and
other technologies, in-band network telemetry is close to meeting the
technical requirements of real-time troubleshooting.
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4.4. Congestion control

The network source can use the rich network status information
provided by in-band network telemetry for new congestion avoidance
and control protocols.

HPCC [136] is a data center network load balancing scheme based
on INT. By solving the INT telemetry feedback delay and measurement
overshoot problems, HPCC obtains accurate link load information and
quickly converges network congestion to maximize bandwidth utiliza-
tion and congestion avoidance. Compared to traditional data center
congestion control solutions, HPCC can quickly converge on large
networks, reduce dependence on switch caches, ensure flow fairness,
and reduce flow completion time by 95%.

Jeyakumar et al. [137] designed a congestion control scheme RCP*
based on Rate Control Protocol (RCP) with individual flow state statis-
tics. RCP* deploys rate limiters and rate controllers on end hosts, and
assigns memory addresses to each flow to store a fair rate. The rate con-
troller for each flow periodically queries and updates the network state
in ‘‘collect-compute-update’’ phases. In the collection phase, the rate
controller counts hop-by-hop switch ID, queue length, link utilization
and link fair share rate in millisecond. Since RCP* sends a telemetry
data packet with fair rate adjustment in each RTT cycle, the overhead
of RCP* is similar to that of TCP.

In order to monitor communication performance of high perfor-
mance interconnection networks, Taffet et al. [146] augmented a
packet with three pieces of information: a hop count that represents
how many links the packet has traversed so far, a hop reservoir that
remembers a link along the packet’s path, and a congested bit that
indicates whether the link in the hop reservoir was congested when it
was encountered. This scheme has essentially no bandwidth overhead,
as it stores only a few bits of information in the header of a monitored
IP packet, making it practical to monitor every packet.

4.5. Routing decision

In addition to network connections and network hops for routing
decisions, in-band network telemetry also provides more detailed net-
work status parameters, such as link delay, packet loss rate, network
congestion and link utilization. Therefore, based on these network
status parameters, network nodes can develop customized performance
routes in combination with new routing methods such as Segment
Route, MPLS VPN, etc.

Tactile Internet puts forward the requirement of end-to-end ex-
tremely low network latency. Tactile Internet ensures reliable data
packet transmission and avoids congestion by performing redundant
protection on active path and backup path. Turkovic et al. [147]
realized the calculation and tracking of the processing delay and queu-
ing delay of service flows in Tactile Internet based on P4 switches.
For each newly arrived tactile flow, the controller will calculate two
paths that meet the end-to-end delay requirements, and select one of
them for forwarding. When the increase in queuing time is detected,
the congestion control program on switch will reduce congestion by
changing output port of the tactile flow, and change path in real time.

4.6. Traffic engineering

CONGA [148] is a two-layer leaf-spine topology load balancing
scheme based on global network information. By maintaining a path-
level measurement table (e.g., link utilization) on each switch, CONGA
maps small flows to light-loaded paths to maximize network throughput
or minimize max network link utilization. CONGA has two benefit.
One is that congestion information is explicitly visible, and the switch
marks the quantified congestion information in the header of packet.
The second is that load balancing can be completed within one RTT,
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which can quickly detect and respond to network congestion.
Jeyakumar et al. [64] designed a similar load balancing mechanism
based on CONGA. In data center networks running multi-path routing
protocols, end hosts are allowed to select a routing path based on
packet header. Taking VLAN as an example, the end host selects dif-
ferent forwarding paths by changing the VLAN ID. The end host inserts
telemetry instructions consisting of path VLAN ID, link utilization TX-
Utilization, and link transmit bytes TX-Bytes in the packets it sends
out. The purpose of setting TX-Bytes is to evaluate the path congestion
if the link utilization is not updated. The receiver sends telemetry
packets back to sender after receiving them. The sender constructs
‘‘path-congestion’’ mapping from the telemetry information. The con-
gestion level is represented by the maximum or sum of hop-by-hop link
utilization. The sender selects an appropriate path for forwarding based
on the congestion map.

Aiming at the problem of low bandwidth utilization of data center
network with multi-root tree topology, Katta et al. [140] proposed a
distributed traffic load balancing strategy HULA. HULA maintains the
next-hop bandwidth utilization table on each switch as a basis for
packet routing. HULA constructs periodic probe messages to update
bandwidth utilization table entries and routing table entries. The HULA
probe contains the ToR switch ID and the minimum bandwidth uti-
lization minUtil. The switch collects bandwidth utilization and faulty
link information on all links through multicast. The switch does not
need to save the complete path information to a destination address,
but only records the next hop information with the optimal bandwidth
utilization.

On the basis of HULA, Katta et al. [138] proposed CLOVE, a
terminal-based state-aware load balancing scheme. The source node
deploys both Clove-ECN and Clove-INT mechanisms through a software
virtual switch. The Clove-ECN captures the binary congestion state of
the network through ECN notification messages. Clove-INT uses the
reserved field of the protocol header to carry telemetry information to
collect path utilization. According to source node’s path weight table,
Clove implements short-flow load balancing on each path through a
weighted round-robin method.

To address the problem that the cumulative delay of hungry flows
increases due to the competition of data flows with the same prior-
ity, Cugini et al. [149] designed a dynamic flow priority scheduling
algorithm based on INT. The data packet selects node ID, outport ID
and queuing delay as INT telemetry option, and confirms whether the
cumulative queuing delay exceeds a threshold during transmission. If
it exceeds, the flow priority to the packet is increased. This scheme
reduces the end-to-end accumulated delay and jitter of data packets
by increasing the priority of the flow with high accumulated queuing
delay, and ensures that the delay is bounded.

4.7. Data plane validation

Due to the continuous changes of data plane forwarding rules,
it becomes extremely difficult to verify the consistency between the
control plane routing view and the actual forwarding state.

NetSight [131] detected the true path of a packet by actively
sending probes. When the probe passes through the switch, the switch
sends the event record as a postcard to the measurement server. Each
postcard contains the packet header, switch ID and outport ID. The
measurement server comprehensively analyzes all postcard and net-
work topology information to reconstruct the actual forwarding path
of the packet in network.

CherryPick [134] recovered the packet path by storing the path in-
formation in the packet header. It takes advantage of the Fat-Tree topol-
ogy, and censors the non-essential links in the network by edge coloring
algorithm, which effectively reduces the number of measurement rules
to be deployed.

In short, since in-band network telemetry can collect richer switch
device information hop by hop, it can be further optimized for data

plane verification.



Computer Networks 186 (2021) 107763L. Tan et al.
4.8. Network intelligence

In addition to intelligence algorithms and computing power, data is
also an important part of network intelligent system. In-band network
telemetry can provide large amount of real-time fine-grained network
data for intelligent network management and control.

Hyun et al. [142] considered SDN, network telemetry and
knowledge-defined network (KDN) as the basic building blocks of
closed-loop network management. Using in-band network telemetry,
the knowledge-defined network prototype solution was implemented
on ‘‘ONOS+BMv2’’ platform, and the realization ideas of traffic engi-
neering and abnormal detection based on KDN were briefly described.

Yao et al. [143] proposed a SDN monitoring technique, namely
NetworkAI, based on INT and reinforcement learning. NetworkAI de-
signed the network status upload channel and decision-making channel
in closed-loop control of network, which directly combines network
decisions with network state, and generates approximately optimal
decisions in real time through deep reinforcement learning. The data
plane adopts in-band network telemetry to add topology, delay, queue
utilization and other network state information into the user’s packet
header, and then exports to NetworkAI data analysis platform via
Kafka/IPFIX.

Singh et al. [150] evaluated the protocol overhead and processing
latency of in-band network telemetry at 40 GE data rate. The overall
INT protocol header overhead (including protocol overhead such as
Ethernet and IP) for a packet size of 305 bytes (containing a 231
bytes payload) is about 24%, which decreases as the payload length
increases. The average switch processing delay is 360μs. Singh et al.
concluded that the low latency and high throughput of in-band net-
work telemetry can meet the metadata acquisition needs for network
machine learning.

Kong et al. [151] designed a fine-grained performance monitor-
ing, troubleshooting and real-time visualization neural network system
(NNS) for elastic optical networks. The NNS consists of a multi-layer in-
band network telemetry system. Based on the telemetry data collection
of electrical layer, the optical performance indicator measurement
is realized by inserting the optical performance monitor in optical
layer. The hybrid centralized/distributed processing is used to realize
automatic network control and management.

Isolani et al. [129] presented an SDN-based framework for slice
orchestration using INT monitoring techniques. This framework is ca-
pable of fine-grained statistics gathering via INT-enabled nodes and
periodic statistics analysis against current application QoS require-
ments.

In summary, network telemetry has become an indispensable com-
ponent of network intelligence. In addition to ‘‘Telemetry for Network
AI’’, ‘‘AI for Network Telemetry’’ is also an important research content
of network intelligence. Although there is not much related research
work now. But in the near future, ‘‘AI for Network Telemetry’’ will
empower network telemetry.

5. Future challenges and research directions

In-band network telemetry has received increasing attention from
academia and industry. The academia pays more attention to whether
in-band network telemetry can bring new solutions to network closed-
loop control, and the industry has already developed mature net-
work supervision products. However, the existing network telemetry
researches are mostly focused on the telemetry architecture and appli-
cations, and the research results are at the initial stage of ‘‘just could
measure’’, which lack of work for cross-heterogeneous networks, uni-
versal telemetry models, and high-performance telemetry data query
and so on.
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5.1. General model

In-band network telemetry has the characteristics of PDP, path-
associated measurement, reconfigurable, etc. How to use these char-
acteristics to solve the situation that traditional network measure-
ment cannot be universally applied is of great significance to the
improvement of network telemetry research.

At present, the academia and industry lack of research on a univer-
sal telemetry model for integrated converged network [152] scenarios.
Designing an abstract model that separates network-wide measurement
query and basic measurement behaviors, using the flexibility and scal-
ability of the programmable data plane to design an on-route telemetry
solution based on heterogeneous network, and selecting reasonable
network state parameters to form a unified network state view are
important applications of in-band network telemetry technology. Al-
though some new telemetry technologies that integrate the advantages
of different telemetry technologies have been proposed [127], the
integration of telemetry technology is also worth studying

In addition, existing telemetry query primitives [46,104,153] and
models [78] still need to be optimized. In-band network telemetry
needs to design and simplify telemetry data query and operation prim-
itives in a unified manner.

5.2. High performance telemetry

The amount of telemetry metadata inserted into business packets by
INT and IOAM is limited by the original size of the data packet and the
maximum transmission unit of the network. In-band network teleme-
try will consume part of the network bandwidth. Most encapsulation
protocols such as VXLAN-GPE [81], Geneve [82], NSH [79], and TCP
contain checksum, and the insertion of meta-measurements requires
the checksum fields to be updated, which will increase the processing
cost of the switch. At present, there is a lack of evaluation research
on the impact of in-band network telemetry on network performance
loss. Huang et al. [154] re-architected network telemetry with resource
efficiency and full accuracy, which is a very valuable research idea.
Based on the quantitative representation of performance loss, designing
stateful switch processing and efficient telemetry deployment strategy
will be an effective way to make up for the loss of network performance.

5.3. Flow analysis

Compared to other measurement schemes, in-band network teleme-
try can capture more detailed individual flow status information (e.g.,
delay, buffer size, sub-path characteristics of multi-path transmission,
etc.). Therefore, in-band network telemetry needs to face the problem
of how to make full use of the massive data in the real network environ-
ment. In addition, network administrators can quickly and intuitively
determine the trend of network performance changes through tracking,
statistics, analysis and evaluation, and locate network failures in time,
even solve these problems before network performance deteriorates.
In short, establishing accurate statistical analysis models (e.g., time
series analysis, regression analysis, correlation analysis, etc.) for each
flow and designing optimization solutions for network management has
become an important task for future research.

5.4. Telemetry data aggregation

In-band network telemetry may generate a large amount of teleme-
try data [3], which increases the burden of data collection, storage
and analysis on server. Taking INT as an example, the total telemetry
data length of a packet that needs to carry is proportional to the
number of telemetry points. Assuming that a switch will add dozens
of bytes of telemetry data to each packet, these accumulated tracking
data may even exceed the size of the original packet. The amount of

telemetry data generated by the data plane is related to the amount of
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telemetry metadata, traffic, network scale, etc. The processing capacity
of telemetry server may be the performance bottleneck of telemetry
system. Therefore, when telemetry endpoint reports telemetry data,
it should consider pre-compression, filtering and aggregation of the
telemetry data to reduce the pressure on telemetry server.

The existing metadata field can only store some indispensable lim-
ited data. With the development of network automation, virtualization
and convergence technology, in-band network telemetry should collect
and provide more network data on demand. Therefore, future research
needs to fully consider the flexibility and scalability of data field
definition, aggregation, acquisition and filtering.

Since business packets may be lost due to various reasons, INT
telemetry information will inevitably be lost. But the telemetry mech-
anism makes INT unable to detect the network packet loss. There is
no feasible packet loss measurement solution for INT.1 There are some
high-performance packet loss measurement solutions, but none of them
have been integrated into INT. It is worth noting that there is already
scheme [133] using INT to measure packet loss rate, but it belongs
to active measurement. In other words, the reason it can measure the
packet loss rate is not because of INT, but because it constructs active
network probes. Besides, it measures the packet loss rate of the probe
instead of per-flow. Therefore, INT itself should support packet loss
detection and localization.

5.5. Orchestration of telemetry tasks

Compared to traditional network measurement, in-band network
telemetry task orchestration is more complicated [113]. The monitoring
application only cares about the data itself, instead of how to obtain
the data. Therefore, a telemetry task scheduling layer must be used to
achieve efficient task distribution and data acquisition. In addition to
upper-level monitoring applications and telemetry projects, the factors
participating in the orchestration of in-band network telemetry tasks
include real-time and changing network flows [114]. How to achieve
high-quality network measurement at low cost according to the existing
network status will be a key issue of in-band network telemetry that
continue to be studied.

5.6. Telemetry security

The data plane programmability of in-band network telemetry may
lead to potential software vulnerabilities, backdoors, viruses, and other
security issues. Malicious INT and IOAM source nodes continuously
construct telemetry packets to carry out malicious and illegal attacks,
occupying network bandwidth, consuming node processing capabil-
ities. These attacks may cause the exhaustion of available network
resources. In-band network telemetry technology requires packet-level
operations such as decapsulation, insertion, and encapsulation. These
operations may threaten the confidentiality and security of user infor-
mation. Therefore, in-band network telemetry systems need to have
node authentication functions. Pan et al. [155] used vector homo-
morphic encryption to design a lightweight telemetry data encryp-
tion scheme. By hash-based signature encoding of the encrypted INT
data, The telemetry server can verify the integrity of INT data, thus
eliminating the threat of telemetry data security due to data tampering.

1 The latest version of INT specification [61] has divided INT into three
ypes: INT-XD, INT-MX and INT-MD. The first two draw on the ideas of
FIT [39] and IOAM [37], and export metadata hop by hop, so they can be
irectly used for loss measurement. This survey only discuss the third type of
NT here.
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6. Summary

In this survey, we researched in-band network telemetry from var-
ious aspects, i.e., development history, research situation, applica-
tion and key technologies. Technical challenges and future research
directions were also proposed.

Existing researches have documented that in-band network teleme-
try technology has important research value and broad application
prospects. In-band network telemetry technology is in the ascendant,
and there is still a lot of room for research and innovation, and it is
worth continuing to explore in academia and industry.
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